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A memetic NSGA-III for green flexible production with real-time
energy costs and emissions

Sascha C Burmeister

Paderborn University, Warburger Str. 100, 33098 Paderborn, Germany
E-mail: ⟨sascha.burmeister@upb.de⟩

Abstract. The use of renewable energies strengthens decarbonization strategies. To integrate volatile
renewable sources, energy systems require grid expansion, storage capabilities, or flexible consumption.
This study focuses on industries that adapt production to real-time energy markets, offering flexible
consumption to the grid. Flexible production considers not only traditional goals like minimizing
production time, but also minimizing energy costs and emissions, thereby enhancing the sustainability
of businesses. However, existing research focuses on single goals, neglects the combination of makespan,
energy costs, and emissions, or assumes constant or periodic tariffs instead of a dynamic energy market.
We present a novel memetic NSGA-III to minimize makespan, energy cost, and emissions, integrating
real energy market data, and allowing manufacturers to adapt energy consumption to current grid
conditions. Evaluating it with benchmark instances from literature and real energy market data, we
explore the trade-offs between objectives, showcasing potential savings in energy costs and emissions
on estimated Pareto fronts.

Keywords: green flexible job shop scheduling, memetic nsga-iii, or in energy, sustainable production
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Original scientific paper.

1. Introduction

Renewable energy is a key solution to the challenge of climate change. However, traditional
energy systems face high penetration of volatile renewable energy sources and face new chal-
lenges in terms of power quality, reliability, or power system reliability [2]. To support the
integration of renewable energy sources, energy systems need grid expansion, storage capa-
bilities, or flexible loads. In the context of flexible loads, consumers are encouraged to shift
energy demand away from peak times to relieve grid load and toward periods of high renewable
generation, promoting sustainable energy consumption. For manufacturing industries as large
energy consumers, flexible loads offer a high potential for cost savings [16]. Additionally, the
sustainability of energy production can also be considered. Instead of pricing emitted emissions
through CO2 taxes and thus implicitly incorporating them into energy costs, it can be beneficial
to explicitly account for emissions in production planning. This allows focused attention on a
company’s carbon footprint, which is advantageous for reasons such as anticipating or respond-
ing to regulatory pressures, attracting environmentally conscious customers, and maintaining
legitimacy with external stakeholders [6]. This work focuses on the challenge manufacturers
face in aligning their production schedule with fluctuations in energy prices and emissions of
the energy market.

In the energy market, there are three classic types of energy tariffs: (1) fixed energy tariffs
with constant energy prices, (2) time-of-use (TOU) tariffs, where energy prices are divided into

This is an open access article under the CC BY-NC-ND 4.0 license 99
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several time periods (e.g., on-peak and off-peak prices), and (3) real-time pricing (RTP) tariffs,
where the cost of electricity consumption is based on the electricity exchange and changes at
least every hour. The latter allows manufacturers to align their production with the energy
market, respond to price signals, adapt flexibly to the needs of the power system, and thereby
reduce energy cost and emissions [13].

In the field of operations research, classical scheduling problems prioritize economic factors
such as the schedule’s makespan. Green Job Shop Scheduling Problems are an extension of clas-
sical scheduling problems, incorporating resource and environmental aspects [17]. As we show
in Section 2, recent research places different focuses on economic goals such as the makespan or
energy costs and ecological goals such as emissions. To the best of our knowledge, no research
has combined the minimization of makespan, energy cost, and emissions while considering RTP
tariffs. However, integrating these factors is essential for production planners to accurately
calculate the potential reductions in energy costs and emissions achievable through improved
production flexibility.

In this work, we focus on the effects of flexible production by exploring the research ques-
tion: How do scheduling decisions that prioritize one objective — makespan, energy cost, or
emissions — affect the others? Our contributions include (1) the formulation of a Flexible
Job Shop Scheduling Problem (FJSP) with dynamic energy cost and emissions, (2) develop-
ing a memetic algorithm based on the Non-Dominated Sorting Algorithm III (NSGA-III), and
(3) conducting computational experiments to evaluate the trade-offs among makespan, energy
costs, and emissions. In our study, we continue the work of [4], who formulate a model for the
bicriteria FJSP with respect to makespan and energy cost and present a memetic NSGA-II as a
solution approach. Our mathematical model extends this framework to include emissions as a
third objective. Additionally, our memetic NSGA-III enhances the existing memetic NSGA-II,
enabling the calculation of multi-objective schedules aimed at minimizing makespan, energy
cost, and emissions. This extension allows us to evaluate trade-offs among all three objectives
in our computational experiments and quantify potential savings for practitioners.

As a solution approach, we opt for memetic NSGA-III due to its ability to represent sched-
ules in a three-dimensional Pareto front, allowing decision-makers to balance trade-offs and
select solutions based on their preferences. It also leads to favorable results in similar FJSP
problems [20, 25] and has already been used to optimize schedules with respect to energy-related
goals [23]. A notable aspect of our study is the evaluation of the scheduling problem using real
energy costs and emissions data from the German energy market.

The remainder of this paper is organized as follows. Section 2 presents recent research in the
area of green scheduling. Section 3 introduces the mathematical model, for which we present a
memetic NSGA-III in Section 4. Section 5 shows our computational experiments and discusses
our results. Section 6 summarizes our results and recommends directions for future research.

2. Recent research

In this section, we present research related to energy cost- and emission-aware scheduling. We
discuss the respective objectives and solution approaches presented in the literature.

A schedule can be designed to minimize makespan, emissions, energy cost, or a combination
of these. In order to take ecological and economic goals into account, one approach is to
minimize makespan while limiting energy consumption [5]. Energy consumption can also be
minimized as an objective, but is still independent of the underlying energy mix and its costs and
emissions [18, 23]. Jiang and Wang [24] incorporate an economic view of energy consumption
and minimize the makespan and energy costs. They divide a day into several periods with
different energy prices based on a TOU tariff. A more detailed consideration of dynamic prices
with RTP tariffs can be found in Abikarram et al. [1] and Fazli Khalaf and Wang [11]. They
consider hourly-changing prices but neglect a minimization of the emissions and the makespan
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of the production schedule. Burmeister et al. [4] present a model for bicriteria optimization of
makespan and energy cost, considering an RTP tariff.

Due to the NP-hard complexity of Job Shop Scheduling Problems [15], many studies favor
metaheuristics over exact solution methods, allowing fast adaptation to fluctuating prices and
emissions. Schulz et al. [22] use a multiphase iterated local search algorithm to determine a
Pareto front regarding makespan, total energy costs and peak load. Most studies on energy-
efficient scheduling reviewed in [14] employ swarm intelligence and evolutionary algorithms.
Dong and Ye [10] design an improved hybrid salp swarm and NSGA-III algorithm to reduce
carbon emissions and energy costs under the TOU tariff. Lu et al. [18] and Jiang and Wang [24]
apply a multi-objective Genetic Algorithm, while Burmeister et al. [4] and Sun et al. [23] use
multi-objective evolutionary metaheuristics for fast computation.

Recent research has focused on several areas of green scheduling. However, the reviewed
works that include energy costs and emissions neglect the real-time energy market, while studies
related to real-time energy markets do not include emissions. We aim to fill this research gap
by combining economic and environmental perspectives, taking into account a dynamic energy
market.

3. Mathematical model

In this section, we present the mathematical optimization model for the multi-objective FJSP
with the objectives of minimizing makespan, energy cost, and emissions. The model is based
on the research conducted by [4], which we extend to take into account emissions. Table 1
presents the notation for the mathematical model. The set J = {1, ..., µ} contains µ jobs to be
processed, each of which is divided into vi operations Oi = {(i, 1), ..., (i, vi)}. The operations
of a job must be processed in sequence. The set O =

⋃
i∈J Oi contains all operations. For each

operation, τijk specifies the duration with which an operation (i, j) can be processed on machine
k ∈ M . Supplementary, ηijkt and ζijkt contain the energy cost and emissions for processing
operation (i, j) on machine k ∈M beginning at time t ∈ T .

Notation Description Notation Description
Sets Variables
J Jobs, i ∈ J cmax Maximum makespan
O Operations, O =

⋃
i∈J

Oi, psum Sum of all energy cost

Oi = {(i, 1), ..., (i, νi)} esum Sum of all emissions
M Machines, k ∈M sijk Start time of operation (i, j)
T Time steps, t ∈ T on machine k
Parameters cijk End time of operation (i, j)
L A large number on machine k
τijk Processing time of operation

(i, j) on machine k
xijk Binary indicator, 1 iff opera-

tion (i, j) is allocated on ma-
chine k

ηijkt Energy cost for processing op-
eration (i, j) on machine k
when starting at time t

yiji′j′k Binary indicator, 1 iff opera-
tion (i, j) is predecessor of op-
eration (i′, j′) on machine k

ζijkt Energy emissions for process-
ing operation (i, j) on machine
k when starting at time t

pijkt Binary indicator, 1 iff opera-
tion (i, j) starts on machine k
at time t

Table 1: Notation for the math. formulation
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Objective function 1 minimizes the variables cmax, psum, and esum, which represent the
maximum makespan, the sum of all energy cost, and the sum of all emissions, respectively.
Constraint 2 reflects the final completion time across all operations (i, j) ∈ O and machines
k ∈ M . Constraints 3 and 4 sum the energy cost ηijkt and emissions ζijkt, respectively, for all
operations (i, j) ∈ O on all machines k ∈M at all time steps t ∈ T .

Constraints 5 to 10 are based on the MILP formulation for the general FJSP of [19]. They
ensure that each operation is assigned to exactly one machine (Constraint 5), that operations
of a job can only start if previously required operations have been completed (Constraints 6 to
8), and that operations of a machine cannot overlap (Constraints 9 and 10).

To consider the energy consumption in the model, we add a link from the allocation of the
operations to their individual energy consumption: Constraint 11 forces the sum over binary
indicators pijkt over all time steps t to be one, if operation (i, j) is assigned to machine k.
Constraints 12 and 13 ensure that the binary indicator pijkt is set to one for the time t at which
the operation (i, j) starts.

The model is composed of binary and continuous variables. Together with convex and linear
constraints, it is classified as an MILP.

min (cmax, psum, esum) (1)
s.t. cmax ≥ cijk ∀i, j, k (2)

psum ≥
∑

i,j,k,t ηijktpijkt (3)

esum ≥
∑

i,j,k,t ζijktpijkt (4)∑
k xijk = 1 ∀i, j (5)

sijk + cijk ≤ xijkL ∀i, j, k (6)
cijk ≥ sijk + τijk − (1− xijk)L ∀i, j, k (7)∑

k sijk ≥
∑

k ci,j−1,k ∀i, j (8)
sijk ≥ ci′j′k − yiji′j′kL ∀i, j, i′, j′, k (9)
si′j′k ≥ cijk − (1− yiji′j′k)L ∀i, j, i′, j′, k (10)
xijk =

∑
t pijkt ∀i, j, k (11)

sijk − t ≥ −(1− pijkt)L ∀i, j, k, t (12)
sijk − t ≤ (1− pijkt)L ∀i, j, k, t (13)
cmax, psum, esum, sijk, cijk ∈ R+,

xijk, yiji′j′k, pijkt ∈ {0, 1} ∀i, j, i′, j′, k, t (14)

4. The memetic NSGA-III

In this section, we present the memetic NSGA-III for solving the green multi-objective FJSP.
We divide the section into two parts, first introducing the representation of solutions in geno-
types and phenotypes in Section 4.1, before explaining the algorithm of memetic NSGA-III in
Section 4.2.

4.1. Representation of solutions

The NSGA-III is an evolutionary algorithm and represents solutions as individuals of a popu-
lation that evolve over multiple generations. To represent solutions as individuals, we follow a
decoder-based approach that encodes solutions as genotypes and uses phenotypes for decoding.
We base our genotype on the work of [7], who choose a bipartite gene string for the sequence
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of operations and their machine assignment, and [4], who choose a tripartite gene string for the
additional representation of the maximum allowable energy cost per operation. To account for
emissions, we extend the latter approach and add a fourth gene string to this representation to
indicate the maximum allowable emissions per operation.

Figure 1 shows an example genotype for three jobs to be assigned to two machines. The
genotype is divided into four strings of genes, representing the sequence in which operations
are allocated, the machine allocation, the tolerated energy costs, and the tolerated emissions.
Genes linked to jobs 1, 2, and 3 are highlighted in gray, blue, and white, respectively. Each
section has a length corresponding to the total number of operations. For decoding the genotype
in Figure 1 as a schedule, Figure 2 illustrates the phenotype. The allocation of operations to
the machines is plotted as a Gantt chart, with time steps noted on the x-axis and machines
on the left y-axis. On the right y-axis are the energy cost values, shown as a dashed line, and
the emissions values, shown as a dotted line. Energy cost is given in AC/MWh and emissions
are given in grams of carbon dioxide equivalent (gCO2eq) per kWh. The sequence gene string
specifies the order in which the jobs are placed, while the machine gene string reflects the
machine to be selected. Thus, operation (1,1) is first assigned to machine 2. The operation is
scheduled at the first possible time that satisfies both the associated maximum allowable energy
cost of the energy cost gene string and the emissions of the emissions gene string. This means
that operation (1,1) is scheduled at the first time that costs less than or equal to 1 AC and less
than or equal to 4 gCO2eq, which is time step 4.

All jobs are scheduled in the order specified by the sequence gene string. If the time horizon
considered is not sufficient to place an operation, e.g., because the allowed energy cost or
emissions are too high, either the time horizon can be extended or the energy cost and emissions
can be reduced. While the former tends to produce long schedules with favorable energy cost
and emissions, the latter tends to produce fast and expensive schedules. To avoid bias and
promote population diversification, we alternate the approach in each generation. Overall,
the genotype and phenotype can represent any sequence of operations on any combination of
machines, energy cost, and emissions, resulting in a complete representation of the solution
space.

4.2. Algorithm
In this section, we explain our memetic NSGA-III. We base the algorithm on the NSGA-III [9],
which uses a similar framework to its predecessor NSGA-II [8] while providing better diversity.

The NSGA-III is outlined in Alg. 1. For a population Pt of size N , NSGA-III generates an
equally sized next generation Pt+1 using recombination and mutation operators: For recombi-
nation, we use a two-point crossover to intensify the search in the solution space and to find
better individuals based on existing ones. From two parents, the genes of the gene strings are
swapped between two different random positions. The same positions for swapping are chosen
for all gene strings. By swapping, the gene strings remain feasible for machine assignment,
energy cost, and emissions. In the case of the sequence gene string, swapping may cause an
infeasibility, e.g., if a job is no longer listed in the number of its operations. In this case, the
defective children are repaired by replacing excess jobs with missing ones. For mutation, the

3 3 223 22 1 121 43 5 54351 1 2 2 11
Machine genesSequence genes Energy cost genes

51 1 4344 1
Emissions genes

Figure 1: Example genotype for solution encoding based on [4]
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Figure 2: Representation of the example genotype as a phenotype based on [4]

algorithm randomly modifies gene strings by performing one of the following changes: swapping
two genes within the sequence gene string, reassigning a gene in the machine gene string, or
assigning new values to either the energy cost gene string or the emission gene string.

Memetic NSGA-III
Input:
Population Pt, Population size N
begin
St = ∅, i = 1
Rt ← Pt ∪Recombination(Pt) ∪Mutation(Pt)
Rt ← LocalRefinement(Rt)
(F1, F2, ...) = NonDominatedSort(Rt)
while |St| < N do
St = St ∪ Fi

i← i+ 1
end while
if |St| = N then
Pt+1 ← St

else
Pt+1 ←

⋃i−1
j=1 Fj

k ← N − |Pt+1| // Remaining space in Pt+1

Zr ← Normalization(St)
Association(Zr, St)
Pt+1 ← Pt+1 ∪Niching(Fi, k)
end else

Algorithm 1: Pseudocode of the memetic NSGA-III based on [9]

We extend NSGA-III to a memetic algorithm and adopt local refinement from Burmeister
et al. [4]. In their local refinement, a greedy approach improves solutions by adjusting the
values of the gene strings for energy cost, ensuring that lower energy cost are achieved without
increasing the makespan. We extend this approach to include emissions as shown in Figure 3.
(1) First, it sorts all operations of the parent, based on their energy consumption, in descending
order into a queue L. (2) Second, it calculates the lower and upper feasible start times lcij and
ucij for each operation (i, j) ∈ O based on the duration of previous and subsequent operations
of the job for both children c ∈ {1, 2}. (3) Third, the greedy procedure selects the operation
with the highest energy consumption, and (4) fourth, schedules the selected operation at the
time of the cheapest energy cost (4a) and emissions (4b), respectively. (5) Fifth, it adjusts
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the earliest possible start and end times of the operations that are still to be sorted, and (6)
dequeues the current operation from L. The procedure repeats steps (3) and (4) successively
for the next operation until all operations in L have been scheduled.

 empty?

 Operations sorted by
energy consumption in descending order

Operation 

Schedule  at energy cost-minimal time
between  and  for child Dequeue 

yes
no

(1)

(3)

(4a) (6)

Update  and  for previous and
subsequent operations

(5)

Calculate  and  for all operations
 for children 

(2)

Schedule  at emission-minimal time
between    and  for child (4b)

Figure 3: Greedy local refinement

After recombination, mutation, and local refinement, the resulting set Rt is sorted into
several non-dominated fronts as described in [9]. Algorithm 1 performs a non-dominated sort
of individuals on different fronts and successively adds the individuals of Fi to the set St until
their cardinality is greater than or equal to the desired population size N . If |St| = N , the next
generation Pt+1 inherits all individuals from St. Otherwise, all previous fronts except the last
front Fi are added to the new generation. To decide which k individuals remaining in Fi are
included in Pt+1, the algorithm performs (1) normalization, (2) association, and (3) niching.
The three procedures are explained in detail in [9] and are briefly outlined below: (1) First,
the three values of the objective function of all individuals in St are normalized. (2) Then, the
algorithm creates reference points Zf and associates each individual from St with its nearest
reference point. (3) Finally, the niching procedure successively adds the individuals from Fi to
Pt+1 with which the fewest individuals are associated. Niching ends when k individuals have
been added to the new generation Pt+1, so |Pt+1| = N holds. The memetic NSGA-III iterates
until a termination criterion (e.g., generation or runtime limit) is satisfied. The first front F1

of the last generation is then the estimate of the Pareto front.

5. Computational experiments

In this section, we present the computational experiments. Section 5.1 describes the experimen-
tal setup of scheduling problems in the presence of real-world energy market data. Sections 5.2
to 5.4 present the results and discuss the pairwise relationship of the objective function values,
i.e., the relationship between makespan and energy cost, makespan and emissions, and energy
cost and emissions. Section 5.5 formulates implications.

5.1. Instances and experimental setting

For the computational experiments, we use the benchmark set of [3]. Table 2 shows the set that
contains 15 instances for the FJSP with jobs and their respective operations as well as machines,
making it suitable for emulating production schedules. We select a 15-minute duration for each
time step. Thus, a schedule covers multiple periods with varying energy prices and emissions.
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Instance Jobs Machines Operations per
job

Operations in
total

Time steps per
operation

mk01 10 6 5-7 55 1-7
mk02 10 6 5-7 58 1-7
mk03 15 8 10 150 1-20
mk04 15 8 3-10 90 1-10
mk05 15 4 5-10 106 5-10
mk06 10 10 15 150 1-10
mk07 20 5 5 100 1-20
mk08 20 10 5-10 225 5-20
mk09 20 10 10-15 240 5-20
mk10 20 15 10-15 240 5-20
mk11 30 5 5-8 179 10-30
mk12 30 10 5-10 193 10-30
mk13 30 10 5-10 231 10-30
mk14 30 15 8-12 277 10-30
mk15 30 15 8-12 284 10-30

Table 2: Benchmark instances by Brandimarte [3]

For consideration of energy consumption, we add an energy demand of 500 i
|J| kW for each

operation of job i ∈ J , this means the demands of the operations range up to 500 kW. We enrich
the instances with real data from the German energy market published by the [12]. Figure 4
shows both electricity prices from the German wholesale market and emission values in hourly
resolution from February 1st to June 30th, 2022. Energy prices are determined by the European
Energy Exchange. Emission values are based on lifecycle emissions per generation technology,
as outlined in [21]. The Pearson correlation coefficient for energy prices and energy emissions
is 0.72.
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Figure 4: Electricity prices and emissions of the German energy market [12]

For parameterization, we follow the settings of [4]. We limit the runtime to 45 minutes to
reflect the flexibility to respond to hourly price changes in the energy market. The memetic
NSGA-III is implemented in C# 10 within the .NET 6 software framework. The problem is
solved on a Red Hat Enterprise Linux 8.5 (Oopta) operating system with an Intel Xeon Gold
6148 CPU, 20x2.4GHz, and 190 GByte main memory.

5.2. Relation of makespan to energy cost

In this section, we focus on the relationship between makespan and energy cost without consid-
ering emissions. The first three columns of Table 3 show the instance, the minimum makespan
found by the memetic NSGA-III, and the associated energy cost. The remaining columns show
the percentage of energy cost that can be saved by increasing the makespan.
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A 5% makespan increase saves between 0.1% (mk02) to 14.6% (mk07) of energy cost across
all instances. For a 20% makespan increase, the savings range from 2.2% (mk02 and mk14) to
30.4% (mk13). For increases in makespan of 50% and 75%, the energy cost remain stagnant for
instances mk03, mk05, mk08, mk11, mk12, and mk14, showing no further improvements. For
other instances, energy cost continues to decrease, achieving savings of up to 45.0% (mk06). At
a 75% makespan increase, instances mk06 and mk04 show the highest energy cost savings with
49.3% and 51.7%, while instances mk03 and mk14 show the lowest savings (2.5% and 2.2%).

The average savings in energy cost are 5.86%, 12.31%, 18.89%, and 22.35% for makespan
increases of 5%, 20%, 50%, and 75%, respectively. The results indicate that small increases in
makespan are more efficient for energy cost savings, as the relative increase in savings surpasses
the increase in makespan for 9 out of 15 instances. However, efficiency decreases with larger
increases in makespan. With a 20% increase in makespan, the savings in energy cost exceed
the 20% mark in 2 out of 15 instances. Savings with an increase in makespan of 50% and 75%
are below 50% and 75%, respectively, for all instances.

5.3. Relation of makespan to emissions

Table 4 shows the results of the reduction in emissions with increasing makespan and follows
the structure of Table 3. A 5% makespan increase saves between 0.4% (mk02) and 10.5%
(mk13) of the emissions. With a 20% makespan increase, the savings range from 1.0% (mk14)
to 19.1% (mk13). For makespan increases of 50% and 75%, the emissions remain constant for
the instances mk03, mk05, mk07, mk08, mk11, and mk14. Other instances show emissions
savings of up to 23.7% (mk15) and 24.1% (mk09) with makespan increases of 50% and 75%,
respectively.

The average emissions savings are 4.08%, 8.11%, 11.05%, and 12.59% for relative makespan
increases of 5%, 20%, 50%, and 75%, respectively. Again, the most efficient savings are observed
for smaller instances. For a 5% makespan increase, the relative increase in savings exceeds the
increase in makespan for 6 of 15 instances.

The emissions savings are lower than the energy cost savings in Table 3. This can be
attributed to the fact that the market values of the emissions have a positive value range, while
the energy cost may have negative values. As a result, the algorithm has fewer opportunities
to schedule jobs with high energy demands at favorable times when considering emissions.

5.4. Relation of energy cost to emissions

Table 5 shows the results of the emissions savings as energy cost increase without considering
the makespan. It is structured similarly to Table 3 and 4. For instance mk02, the absolute value
of the energy cost was used because the instance has few jobs that are processed for negative
energy cost.

min Increase of ms1 (%) min Increase of ms1 (%)
Inst. ms1 ec2 5 20 50 75 Inst. ms1 ec2 5 20 50 75
mk01 42 3965 2.0 6.5 17.0 22.3 mk09 341 45041 5.5 16.7 32.5 38.6
mk02 29 3204 0.1 2.2 2.3 3.1 mk10 263 40158 7.0 10.2 16.1 26.3
mk03 204 13954 1.7 2.5 2.5 2.5 mk11 621 41038 8.6 10.1 10.1 10.1
mk04 66 6943 0.7 7.7 26.5 51.7 mk12 524 49137 7.7 18.6 18.6 18.6
mk05 174 11791 5.0 6.9 6.9 6.9 mk13 457 71059 11.8 30.4 36.7 36.7
mk06 77 7988 3.7 15.9 45.0 49.3 mk14 694 63382 2.2 2.2 2.2 2.2
mk07 144 10658 14.6 15.9 15.9 15.9 mk15 429 89821 8.4 24.3 36.6 36.6
mk08 523 37481 8.9 14.5 14.5 14.5
1 Makespan (time steps), 2 Energy cost (AC)

Table 3: Energy cost savings (in %) with increase in makespan

107



CRORR 16:2 (2025), 99–111 Burmeister: A memetic NSGA-III for green flexible production with ...

min Increase of ms1 (%) min Increase of ms1 (%)
Inst. ms1 em2 5 20 50 75 Inst. ms1 em2 5 20 50 75
mk01 42 5.215 1.3 5.4 12.7 17.7 mk09 341 68.240 3.4 11.8 20.4 24.1
mk02 29 4.627 0.4 2.2 3.7 5.3 mk10 263 61.328 5.0 7.6 13.4 21.2
mk03 204 24.257 2.9 2.9 2.9 2.9 mk11 621 73.575 4.7 5.6 5.6 5.6
mk04 66 9.370 1.0 7.9 14.9 17.0 mk12 524 83.272 5.7 10.4 10.7 10.7
mk05 174 18.303 3.5 3.6 3.6 3.6 mk13 457 109.633 10.5 19.1 23.1 23.1
mk06 77 10.436 3.2 11.2 14.7 17.6 mk14 694 118.605 1.0 1.0 1.0 1.0
mk07 144 17.517 6.3 7.1 7.1 7.1 mk15 429 139.310 6.9 17.6 23.7 23.7
mk08 523 64.146 5.4 8.3 8.3 8.3
1 Makespan (time steps), 2 Emissions (tons of CO2eq)

Table 4: Emissions savings (in %) with increase in makespan

A 5% energy cost increase saves between 0.7% (mk08) and 5.6% (mk06) of emissions. For
increases in energy costs of 20, 50 and 75%, the maximum savings are 8.6 (mk06), 12.1 (mk06),
and 14.2% (mk02), respectively, and the minimum savings are 1.4% (mk08). Except for the
5.6% reduction in emissions for a 5% deterioration in energy cost for the mk07 instance, the
relative savings are less than the relative deterioration in all other cases. The average emissions
savings are 1.89%, 4.52%, 5.92%, and 6.74% for relative energy cost increases of 5%, 20%, 50%,
and 75%, respectively.

5.5. Implications

In this section, we draw implications from the results. Figure 5 summarizes the medians of the
percentage savings in energy costs when increasing the makespan (solid line), emissions when
increasing the makespan (dashed line), and emissions when increasing the energy cost (dotted
line). The error bars show the minimum and maximum values.

First, extending the makespan can lead to savings in energy costs and emissions. The
percentage values observed in Figure 5 indicate disproportionately high average savings in
energy costs when the makespan increases by 5%. In contrast, increases in makespan beyond
5% and reductions in emissions show lower percentage savings compared to the initial increase
in makespan. Energy costs show a higher savings potential than emissions, as the energy
market can have negative prices, while emissions cannot be negative. Although an increase in
makespan results in a disproportionately low increase in the percentage of savings in energy
costs and emissions, the absolute savings remain considerable. This is because the underlying
absolute energy costs range between AC3,204 and AC89,821, and emission values range from 4.63
to 139.31 tons of CO2eq. We advise decision-makers to consider the benefits of enhancing
production flexibility for potential savings.

Second, opting for an increase in energy cost to reduce emissions is less effective than

min Increase of ec1 (%) min Increase of ec1 (%)
Inst. ec1 em2 5 20 50 75 Inst. ec1 em2 5 20 50 75
mk01 5 3.249 0.3 1.7 5.4 6.2 mk09 10170 45.452 2.0 5.7 6.1 6.1
mk023 -2 3.098 2.1 6.6 9.4 14.2 mk10 7182 40.082 1.8 5.0 6.7 7.3
mk03 1282 17.464 1.3 6.6 8.1 9.7 mk11 18933 60.929 1.4 2.5 2.5 2.5
mk04 71 6.343 1.6 5.7 8.0 8.9 mk12 16571 62.976 1.0 2.7 2.8 2.8
mk05 838 13.940 2.2 4.0 5.2 6.6 mk13 22309 74.076 3.4 3.6 3.6 3.6
mk06 132 7.506 0.2 8.6 12.1 13.5 mk14 32770 100.836 1.4 2.2 2.2 2.2
mk07 668 13.517 5.6 6.9 10.7 11.5 mk15 29438 93.441 3.3 4.6 4.6 4.6
mk08 13019 48.015 0.7 1.4 1.4 1.4
1 Energy cost (AC), 2 Emissions (tons of CO2eq), 3 Since the value is negative, we use the absolute value for

the percentage increase.

Table 5: Emissions savings (in %) with increase in energy cost
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increasing makespan. The average emission reductions achieved by creating time flexibility
with a longer makespan is higher than that resulting from the acceptance of higher energy cost
for the purchase of renewable energy. If decision-makers are unable to consider an increase in
makespan (e.g., due to deadlines), it may still be attractive for manufacturers to balance higher
energy costs against emissions savings. Additional costs for reducing or avoiding emissions
could be incorporated into adjusted product pricing, thereby promoting sustainable production
without extending the makespan.

6. Conclusion

Our study addresses the challenge of managing flexible loads in manufacturing industries, with
the aim of optimizing schedules with respect to makespan, energy cost, and emissions. Draw-
ing from existing literature, we introduce a linear optimization model for a Green FJSP and
develop a memetic NSGA-III approach as a three-objective solution method. Evaluating our
method on benchmark instances enriched with real energy market data from Germany, we an-
alyze potential savings in energy costs and emissions. This helps production planners assess
the benefits of flexible production planning adapted to the energy market. We find that even
a small extension of the makespan can lead to substantial savings in energy costs and emis-
sions, with potential savings in energy costs being higher than those in emissions. In addition,
emissions can be reduced at the expense of higher energy costs. However, while the poten-
tial savings from increased makespan are significant, they do not match the extent of savings
achievable through flexible production. Our findings underscore the importance of considering
the interplay between the considered objectives to strengthen sustainable production planning
in manufacturing companies.

Based on the limitations and findings of this study, we advise avenues for further research.
First, we recommend comparing the solutions obtained from our approach with those of other
state-of-the-art methods. Given that this work focuses on exploring trade-offs between objec-
tives, our results currently serve as lower bounds for potential savings, suggesting that improved
solutions may also be possible. In future statistical analysis, solution quality could be examined
by assessing differences in efficiency and solution quality, as well as calculating an optimality
gap.

Second, we recommend extending our approach to account for data uncertainty, as the
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current model assumes deterministic knowledge of energy costs and emissions. In a dynamic
variant, schedules could be developed using energy market data and forecasts, allowing real-
time adjustments to accommodate evolving grid conditions and renewable energy availability.
Investigating a dynamic model would provide insights into how decision-makers can adapt to
fluctuations in the energy market.

Third, we recommend that our approach be analyzed on real production data. While we use
real energy market data combined with scheduling problems from a benchmark set to analyze
savings potentials for different-sized problem cases, we also recommend evaluating our approach
with production orders from a real manufacturer. In this way, our goal is to achieve a better
understanding of the trade-off between makespan, energy cost, and emissions.
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1. Introduction

The monopoly maximization problem is essential component of any microeconomic analysis
concerning market power, serving as a benchmark in situations where there is no competition
and the monopolist controls the entire market demand . It is also a standard element of the
economics of regulation, as it represents a reasonable assumption in economic environments
dominated by a single large player in single-product markets, even in multi-product markets
where neither demand nor costs are linked across markets. In more broader contexts (e.g. the
Cournot competition model), it is analyzed as a special case [2, 4, 5, 7, 9, 15].

This paper presents the theoretical analysis of the long-run profit maximization problem
faced by a monopolist using linear demand functions and the Cobb-Douglas technology with
two inputs. The aim of the paper is to find a closed-form solution to this problem and to
analyze the conditions under which the monopolist can achieve positive profits in the long-
run. The combination of mathematical analysis and economic interpretation enabled a unique
theoretical analysis of the extremely important economic problem of a monopolist’s long-run
profit maximization at different returns to scale. The practical implications of this work lie
in defining and elaborating the conditions under which a solution to the specified long-run
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profit maximization problem of a monopolist exists. In addition, the conditions under which a
closed-form solution exists, allowing a comparative static analysis are identified.

In a monopoly market, there is only one active seller. In this paper, we assume that no
inactive sellers exist in the market (for the theory of contestable markets, see [3]). We also
assume that the monopolist is not subject to regulation (for more on regulation theory, see
[7]). Moreover, there is no price discrimination in our model, meaning the monopolist charges
the same price for each unit of the good. For more information on the monopolist’s price
discrimination strategies, see [16]. Under these assumptions, the monopolist can choose the
profit-maximizing price and quantity combination. If he chooses the profit-maximizing quantity
(as in our case), the demand function determines the price charged.

Profit maximization model of a monopolist with a linear inverse demand function is often
analyzed in microeconomics theory [6]. However, the monopolist’s technology is usually repre-
sented by the Cobb-Douglas production function with a specified scale elasticity parameter. To
the best of our knowledge, the literature lacks a comprehensive mathematical and economic
analysis of the long-run profit maximization problem of a monopolist with linear demand and a
two-input Cobb-Douglas production function aimed at deriving the conditions that guarantee
a solution to this problem. Additionally, the conditions under which a closed–form solution can
be derived and those ensuring positive profit for the monopolist’s profit are discussed (here, we
define a formula to be in closed–form if it can be expressed using a finite number of operations,
including addition, subtraction, multiplication, division, exponentiation to a natural power, and
the extraction of roots of natural degree, with the given real coefficients.) Therefore the goal
of this paper is to fill this gap. In the framework presented in [17], a perfectly competitive
industry uses the monopolist’s product as an input. The industry’s technology is represented
by a CES production function, which includes the substitution parameter. The industry’s
derived demand function for the monopolist’s good is then used in the monopolist’s long-run
profit maximization problem to analyze how the substitution parameter affects the monopolist’s
profit margin. The monopolist’s technology follows the Cobb-Douglas type.

It is known from the duality theory of microeconomic analysis that the technology of a firm
can be equally well represented by its production function and its cost function under certain
regularity conditions [8]. Since the monopolist is assumed to be a price taker in the input
market, the profit maximization model of a monopolist can be represented in two equivalent
ways. In the first model, the monopolist maximizes his profit, by choosing input quantities,
with technology represented by the Cobb-Douglas production function. The optimal input
quantities are then substituted into the production function to obtain the optimal quantity of
output that the monopolist offers to the market given the linear inverse demand function. The
starting point of the second model is the derived cost function for the Cobb-Douglas production
function. In the profit maximization model, the choice variable is the quantity produced. It
is shown that both approaches reduce the problem to solving the equation equating marginal
cost and marginal revenue, a well-known necessary condition for profit maximization.

Moreover, the economic analysis and subsequent economic interpretation provide valuable
insights into the relationship between returns to scale and the monopolist’s profit. Finally, the
dual approach to the long-run profit maximization model of a monopolist enriches the analysis
and allows us to illustrate this relationship between the monopolist’s profit and returns to scale
within our framework.

The structure of the paper is as follows. After the introduction and notation, the long-run
profit maximization problem of a monopolist with linear demand and a two-input Cobb-Douglas
production function is presented. Whenever the problem has a unique solution, the closed–form
defines the profit function for the given demand function. It is shown that the closed–form
solution to the problem is conditional on economies of scale when demand is linear. This
generalization of the monopolist’s long-run profit maximization model with linear demand and
Cobb-Douglas technology provides a thorough economic and mathematical analysis enriched
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by economic interpretations. Conditions under which the analyzed problem has a closed–form
solution are identified, along with the market environment in which the monopolist continues
producing in the long-run. Before the conclusions, some numerical examples are provided.

2. Model and main results

The model assumes that the monopolist faces a downward-sloping linear market demand function
for the good it produces

p(q) = a − bq, (1)

where a, b > 0, and p is the product price at which the monopolist can sell q units of the product
he produces. The technology of a monopolist is represented by the Cobb-Douglas production
function:

q = q(x1, x2) = xα
1 xβ

2 , (2)

where q is the quantity of production, x1, x2 ≥ 0 are input quantities, α > 0 is the output
elasticity of the first input, and β > 0 is the output elasticity of the second input.

It is assumed that the monopolist is the price taker in the input market, so the input prices
w1, w2 > 0, are parameters of the model and the monopolist takes them as given.

The value of the elasticity of scale, ε, which is a measure of returns to scale for Cobb-Douglas
technology, is ε = α + β [12]. Eatwell [10] defines returns to scale as follows: "The production
technique of a good y can be characterized as a function of the inputs x required: If all inputs
are multiplied by a positive scalar t and the resulting output is represented as tsy, then the value
of s can be taken as an indicator of the level of returns to scale. If s = 1, then there are constant
returns to scale: Any proportional change in all inputs results in an equally proportional change
in output." Elasticity of scale is greater than 1 when returns to scale are increasing, and less
than 1 when returns to scale are decreasing [12].

The monopolist thus chooses the profit-maximizing quantity of production factors and the
production quantity. In this context, the profit maximization model can be written in two
ways, depending on whether we first want to derive the monopolist’s input demand functions
for a given demand function or determine the optimal production quantity directly. This
distinction arises from duality results in production theory, where the producer’s technology
can be equivalently represented by either the production function or the cost function under
certain regularity conditions. Both formulations are given below.

The long-run profit maximization model of a monopolist when the quantities of the factors
of production are the choice variables is represented as:

max
x1,x2≥0

p(q(x1, x2)) · q(x1, x2) − w1x1 − w2x2, (3)

where w1, w2 > 0 are input prices. In this approach, the technology of a monopolist is
represented by the production function. Alternatively, the long-run profit maximization model
of a monopolist can be represented in the following way:

max
q>0

Π(q) = p(q)q − c(q), (4)

where c(q) is the cost function. It is known from microeconomic theory that the cost function
is the result of an optimization problem in which the producer minimizes costs while taking
into account a given level of production.

We demonstrate that both approaches reduce the discussion to the solvability of the equation
equating marginal cost and marginal revenue, a well-known necessary condition for profit
maximization. Additionally, the following result will be used in the remainder of the paper.
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Theorem 1. (Abel’s Theorem) The generic algebraic equation of degree higher than four is not
solvable by radicals, i.e., formulae do not exist for expressing roots of a generic equation of degree
higher than four in terms of its coefficients by means of operations of addition, subtraction,
multiplication, division, raising to a natural power, and extraction of a root of natural degree.

The proof of Abel’s theorem can be found in [1].

2.1. The first approach to solving the long-run profit maximization
model of a monopolist

Below the first-order necessary conditions for the model (3) are derived:

∂p

∂x1
q + p

∂q

∂x1
− w1 = 0, (5)

−b
∂q

∂x1
q + p

∂q

∂x1
− w1 = 0, (6)

and
∂p

∂x2
q + p

∂q

∂x2
− w2 = 0, (7)

−b
∂q

∂x2
q + p

∂q

∂x2
− w2 = 0. (8)

Therefore,
∂q

∂x1
(p − bq) = w1, (9)

∂q

∂x2
(p − bq) = w2. (10)

Differentiation of the production function with respect to the quantities of inputs gives the
marginal products of inputs:

∂q

∂x1
= α · q

x1
, (11)

∂q

∂x2
= β · q

x2
. (12)

From (9) and (10) the equality between the input price ratio on the left-hand side and the
marginal rate of substitution on the right-hand side is derived

w1
w2

=
∂q

∂x1
∂q

∂x2

=
α q

x1

β q
x2

= α

β
· x2

x1
. (13)

From (13) the long-run production expansion path follows:

x2 = β

α
· w1

w2
x1. (14)

Inserting (11) into (9) gives
x1 = α

w1
· q(p − bq). (15)

Due to the symmetry of the initial problem in (3), we get by analogy

x2 = β

w2
· q(p − bq). (16)
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From (1) the marginal revenue function is obtained:

MR(q) = d(p(q)q)
dq

= d(aq − bq2)
dq

= a − 2bq = (a − bq) − bq = p − bq. (17)

If (17) is inserted into (15) and (16), (15) and (16) become

x1 = α

w1
· q(a − 2bq), (18)

x2 = β

w2
· q(a − 2bq). (19)

For the most interesting case where x1 > 0 and x2 > 0, from (18) and (19) it can be
concluded that the following inequality has to be satisfied:

a − 2bq > 0 ⇐⇒ q ∈
〈

0,
a

2b

〉
. (20)

Inserting (18) and (19) in (2) gives

q =
( α

w1

)α( β

w2

)β

qα+β(a − 2bq)α+β . (21)

From (21) the following equation is obtained

a − 2bq = ρq
1

α+β −1, (22)

where the right hand side of equation (22), as we will see below, is the marginal cost of
production function for Cobb-Douglas technology, MC(q), and ρ is the marginal cost of 1
unit of output,

ρ =
[(w1

α

)α(w2
β

)β] 1
α+β

. (23)

Therefore, the term in (22) expresses the equality between marginal revenue (on the left)
and marginal cost (on the right), MR(q) = MC(q), the very well known first-order necessary
condition for profit maximization. In the next subsection, the same equation is derived using a
different approach, and the rest of the paper discusses its solvability.

2.2. The second approach to solving the long-run profit maximization
model of a monopolist

In this second approach, the technology is represented by the cost function instead of the
production function [8]. In the first step, the cost function is derived and then, in the second
step, it is inserted into the long-term profit maximization model with the production quantity
as the choice variable. In the following, the cost minimization model is solved to obtain the
cost function for the Cobb-Douglas technology.

The cost function is derived from the cost minimization model subject to the given level of
production [12]: {

min
x1,x2≥0

w1x1 + w2x2

s.t. q(x1, x2) = xα
1 xβ

2 = q .
(24)

The solution of the model is the set of conditional input demand functions, x1(w1, w2, q)
and x2(w1, w2, q), and the value function of the model is the cost function, c(w1, w2, q) =
w1x1(w1, w2, q) + w2x2(w1, w2, q).
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The cost function for Cobb-Douglas technology is derived analytically in [17], from which we
get the functional forms for the conditional demand functions for inputs and the cost function
as given below:

x1(w1, w2, q) =
(α

β
· w2

w1

) β
α+β

q
1

α+β , (25)

x2(w1, w2, q) =
(β

α
· w1

w2

) α
α+β

q
1

α+β , (26)

and
c(w1, w2, q) = (α + β)

[(w1
α

)α(w2
β

)β] 1
α+β

q
1

α+β . (27)

Taking into account the linear inverse demand function and the derived cost function, the
profit maximization model (3) reduces to

max
q≥0

= (a − bq)q − (α + β)
[(w1

α

)α(w2
β

)β] 1
α+β

q
1

α+β , (28)

which can also be writen as

max
q≥0

= aq − bq2 − c(w1, w2, 1)q
1

α+β , (29)

where
c(w1, w2, 1) = (α + β)

[(w1
α

)α(w2
β

)β] 1
α+β

> 0 (30)

is the unit cost function, or the cost of 1 unit of output [12]. Given that p(q) ≥ 0, a − bq ≥ 0,
it follows that q ≤ a

b . Next, we derive the necessary first-order conditions by differentiating the
objective function in terms of q and setting this derivative equal to zero,

Π′(q) = a − 2bq − c(w1, w2, 1) 1
α + β

q
1

α+β −1 = 0. (31)

Thus,
a − 2bq = c(w1, w2, 1) 1

α + β
q

1
α+β −1 = 0. (32)

If we recall the definition of ρ,

ρ = c(w1, w2, 1) 1
α + β

and ε = α + β > 0, (33)

the equation (32) can be written in the same form as in (22),

a − 2bq = ρq
1
ε −1. (34)

The left-hand side is the marginal revenue function, MR(q), and the right-hand side is the
marginal cost function, MC(q). In general, the sufficient conditions for profit maximization of
the monopolist reduce to the condition that the dMR(q)

dq < dMC(q)
dq , or intuitively that the slope

of the marginal revenue curve at the stationary point is less than the slope of the marginal cost
curve.

Due to the non-negativity of marginal costs, ρq
1
ε −1 ≥ 0, marginal revenue cannot be negative

either, which brings us back to the condition given by (20). This condition implies that the
monopolist cannot maximize his profit on the inelastic part of the demand curve.
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The closed–form solution for q depends on the explicit solvability of the equation

a − 2bq − ρq
1
ε −1 = 0, (35)

which follows from (34). Bellow we comment the solvability of equation (35) as a function of
the value of elasticity of scale, as a measure of returns to scale [12].

The exponent 1
ε − 1 in equation (35) is a real number. However, since the set of rational

numbers Q is dense in the set of real numbers R, any real number can be approximated to
any given degree of accuracy by a rational number. For practical and applicative reasons, we
assume that ε > 0 from equation (33) can be written as a positive fraction, i.e.,

ε = m

n
, gcd(m, n) = 1, m, n ∈ N. (36)

Accordingly, equation (35) becomes

ρq
n
m −1 = a − 2bq. (37)

Theorem 2. Equation (37) has a closed-form solution if and only if

ε = m

n
∈
{

1
5 ,

1
4 ,

1
3 ,

2
5 ,

3
7 ,

1
2 ,

4
7 ,

3
5 ,

2
3 ,

3
4 ,

4
5 , 1,

3
2 , 2
}

. (38)

Proof. Using the substitution t = q
1
m > 0, equation (37) becomes equivalent to

ρtn−m = a − 2btm. (39)

Let us consider two cases. In the first case, if n − m ≥ 0, then according to Abel’s theorem
(Theorem 1), equation (39) has a closed-form solution if and only if its degree is less than or
equal to 4. Therefore, the following inequalities must hold:{

1 ≤ m ≤ 4

0 ≤ n − m ≤ 4.
(40)

Since m and n are positive integers, it is straightforward to find all solutions of (40):

m = 1 ⇒ n ∈ {1, 2, 3, 4, 5},

m = 2 ⇒ n ∈ {2, 3, 4, 5, 6},

m = 3 ⇒ n ∈ {3, 4, 5, 6, 7},

m = 4 ⇒ n ∈ {4, 5, 6, 7, 8}.

(41)

Thus, in the first case, we have

m

n
∈
{

1
5 ,

1
4 ,

1
3 ,

2
5 ,

3
7 ,

1
2 ,

4
7 ,

3
5 ,

2
3 ,

3
4 ,

4
5 , 1
}

. (42)

In the second case, where n − m < 0, we have m − n > 0. Multiplying equation (39) by
tm−n, it becomes equivalent to

ρ = atm−n − 2bt2m−n. (43)

Note that 2m − n > m − n > 0. Similarly to the first case, equation (43) has a closed-form
solution if and only if its degree is less than or equal to 4. Thus, the following inequalities must
hold:
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{
1 ≤ 2m − n ≤ 4

1 ≤ m − n ≤ 4.
(44)

Figure 1: Solution of the system (44).

Using a graphical method (see Figure 1), it is easy to find the solutions of the system (44):

(m, n) ∈ {(2, 1), (3, 2)} ⇐⇒ m

n
∈
{

3
2 , 2
}

. (45)

The union of the sets in (42) and (45) yields (38), which completes the proof.

The closed-form solution of equation (37) allows for the derivation of explicit formulas for
the input demand functions and the profit function, which are crucial for sensitivity analysis and
comparative statics in microeconomics. In the remainder of the paper, we will present several
numerical examples to illustrate the solvability of model (4) and equation (37) depending on
the value of ε. A full illustration of all values of the parameter ε from (38) is beyond the scope
of this paper.

CASE I. (ε = 1 – CONSTANT RETURNS TO SCALE)
In the case of constant returns to scale, the elasticity of scale is equal to 1, ε = α + β = 1,

and equation (35) becomes

Π′(q) = a − 2bq − ρ = 0, (46)

from which it follows that
q = a − ρ

2b
, (47)

where the condition a > ρ must hold. The second order necessary condition reduces to

Π′′(q) = −2b < 0. (48)

Since marginal cost is constant in the case of global constant returns to scale, its derivative is
intuitively zero. The slope of the marginal revenue function is negative.

Therefore, the supply function is derived for the given demand function:

q = q(a, b, w1, w2) = a − ρ

2b
. (49)
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The following input demand functions and the profit functions for the given demand function
are obtained:

x1 = x1(a, b, w1, w2) = ρα

2bw1
(a − ρ), (50)

x2 = x2(a, b, w1, w2) = ρβ

2bw2
(a − ρ), (51)

π(a, b, w1, w2) = pq − w1x1 − w2x2
(3)= (a − bq)q − w1

ρα(a − ρ)
2bw1

− w2
ρβ(a − ρ)

2bw2

= (a − bq)q − (α + β)︸ ︷︷ ︸
=ε=1

ρ
(a − ρ

2b

)
︸ ︷︷ ︸

=q

= (a − bq)q − ρq = (a − ρ)q − bq2 =

= (a − ρ)a − ρ

2b
− b
(a − ρ

2b

)2
= (a − ρ)2

4b
. (52)

In the second approach, the input demand functions for the given demand function are
derived by substituting the optimal output quantity (49) into the conditional input demand
functions for the cost-minimising monopolist, as given by (25) and (26). In this way, the closed–
form solutions for the input demand functions, the supply function and the profit function for
the given demand function are obtained. Moreover, the economic profit in (52) is positive.
Intuitively, in the case of constant returns to scale, both the average and marginal costs are
constant and equal. In equilibrium, the marginal cost is equal to the marginal revenue and the
price exceeds marginal revenue when the demand function is decreasing. As a result, the price
is higher than the average cost, ensuring the profit is positive.

CASE II. (ε < 1 – DECREASING RETURNS TO SCALE)
In the case of decreasing returns to scale the elasticity of scale is less than 1, ε < 1. The

function q 7→ ρq
1
ε −1, which represents the marginal cost function, is strictly increasing (since

1
ε − 1 > 0), but the function q 7→ a − 2bq, which represents the marginal revenue function, is
strictly decreasing, so that their graphs intersect only once (Figure 2). Consequently, equation
(35) has a unique solution and problem (4) has a unique stationary point.

Figure 2: The marginal revenue and the marginal cost functions in the case of decreasing
returns to scale.

For other values of ε, equation (35) can be solved by numerical methods. Moreover, the
sufficient condition is always satisfied when α + β < 1, since

Π′′(q) = −2b − ρ
(1

ε
− 1
)

q
1
ε −2 < 0. (53)
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The sufficient conditions for the local maximum are satisfied, and the unique stationary point
of the problem (4) is the global maximum of the problem (4). Moreover, it can be shown that
the global maximum is positive:

pq∗ − w1x∗
1 − w2x∗

2 = (a − bq∗)q∗ − (α + β)q∗(a − 2bq∗)
= (1 − α − β)(a − 2bq∗)q∗ + b(q∗)2 > 0. (54)

Intuitively, under globally decreasing returns to scale for a single product and perfect
competition in markets for factors of production, both marginal and average costs increase
as output rises, but with costs exceeding average costs. Since marginal cost equals marginal
revenue in equilibrium, and price exceeds marginal revenue in a monopoly, profit must be
positive in equilibrium because the price is higher than average cost.

Example 1. We start with the value of the elasticity of scale equal to 0.5, i.e. ε = 1
2 . In this

case ρ =
(

α
w1

)−2α(
β

w2

)−2β

.The equation (35) becomes ρq = a − 2bq, and the supply function
for the given demand function is derived,

q = q(a, b, w1, w2) = a

ρ + 2b
. (55)

It is easy to see that a
ρ+2b ∈ ⟨0, a

2b ⟩. The following input demand functions and profit functions
for the given demand function are obtained:

x1 = x1(a, b, w1, w2) = αρ

w1

( a

ρ + 2b

)2
, (56)

x2 = x2(a, b, w1, w2) = βρ

w2

( a

ρ + 2b

)2
, (57)

π(a, b, w1, w2) =
(

1 − b − ρ

2

)( a

ρ + 2b

)2
. (58)

Example 2. Let ε = 1
3 . In this case ρ =

(
α

w1

)−3α(
β

w2

)−3β

. The equation (34) becomes ρq2 =
a−2bq, from which, due to q > 0, the supply function for the given demand function is obtained

q = q(a, b, w1, w2) = 1
ρ

(
√

b2 + aρ − b). (59)

It can be shown that 0 < 1
ρ (
√

b2 + aρ − b) < a
2b . The following input demand functions and the

profit functions for the given demand function are obtained:

x1 = x1(a, bw1, w2) = α

ρ2w1

(√
b2 + aρ − b

)3
, (60)

x2 = x2(a, bw1, w2) = β

ρ2w2

(√
b2 + aρ − b

)3
, (61)

π(a, b, w1, w2) =
√

b2 + aρ − b

ρ

(
a − b

ρ

(√
b2 + aρ − b

)
− 1

3ρ

(√
b2 + aρ − b

)2
)

. (62)

CASE III. (ε > 1 – INCREASING RETURNS TO SCALE)
In the case of increasing returns to scale, where the scale elasticity is greater than 1, ε =

α + β > 1, the solvability of equation (35) is discussed below, which reducing the problem to
finding the roots of the equation

φ(q) = ρq
1
ε −1 + 2bq − a = 0. (63)
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Note that

φ(q) = −Π′(q). (64)

It is easy to show that the function q 7→ ρq
1
3 −1, which is the marginal cost function, is strictly

decreasing (since 1
ε < 0), strictly concave (due to ( 1

ε −1)( 1
ε −2) > 0), as well as that the following

holds: limq→0+ ρq
1
ε −1 = +∞ and limq→+∞ ρq

1
ε −1 = 0. Moreover, the function q 7→ a − 2bq, or

the marginal revenue function, is strictly decreasing and linear.
Therefore, in search of the roots of the function φ(q) three cases may occur: (a) the function

φ has no roots (φ > 0 on the whole domain, Figure 3a, (b) the function φ has one root, Figure
3b, and (c) the function φ has two roots (see Figure 3c).

Figure 3: The marginal revenue and the marginal cost functions in the case of increasing
returns to scale.

Subcase III.a) (the increasing returns to scale and φmin > 0)
Additionally, since φ(q) = −Π′(q) > 0, it follows that Π′(q) < 0. In the long-run, all costs

are variable, Π(0) = 0, and the profit is negative for all q ∈ ⟨0, a
2b ⟩. For every unit of output,

the monopolist would lose money since the marginal cost is higher than the marginal revenue.

Example 3. Let us assume a = b = α = β = w1 = w2 = 1. Then ε = 2, ρ = 1, and the
problem (3) reduces to

max
x1,x2≥0

p(q) · q − 1 · x1 − 1 · x2 = (1 − x1x2)x1x2 − x1 − x2. (65)

The objective function (65) has no stationary points and it is negative on the whole domain
(see Figure 4).
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Figure 4: Negative profit in the case of increasing returns to scale with the scale elasticity equal
to 2.

Subcase III.b) (the increasing returns to scale and φmin = 0)
In this case, φ(q) = 0. From the previous analysis, it is clear that φmin = 0 is the value

of the strict global minimum of the function φ that is reached at the point qmin. Therefore,
qmin is both the null point of the function φ and the point of its strict global minimum. The
value of qmin can be calculated. Namely, from φ′(qmin) = 0 the following equation follows:( 1

ε − 1
)
ρq

1
ε −2 + 2b = 0. Therefore,

qmin =
(

2b

ρ
(

1 − 1
ε

)) ε
1−2ε

, (66)

and

φmin = (2b)
1−ε

1−2ε

(
ε

ρ(ε − 1)

) ε
1−2ε

· 2ε − 1
ρ(ε − 1) − a. (67)

At this point, however, maximum profit is not obtained. Namely, from φ(qmin = 0) it follows
that Π′(qmin) = 0. Moreover, from φ′(qmin) = 0 we have Π′′(qmin) = 0, and from φ′′(qmin) > 0
it follows that Π′′′(qmin) ̸= 0. We can conclude that qmin is the inflection point.

Subcase III.c) (the increasing returns to scale and φmin < 0)
In this case,

φmin < 0 ⇔ a > (2b)
1−ε

1−2ε

(
ε

ρ(ε − 1)

) ε
1−2ε

· 2ε − 1
ρ(ε − 1) . (68)

The global minimum of the function φ is less than zero (negative), so the function φ has
two null points, q1 and q2, where q1 < qmin < q2 (Figure 3c). However, at q1 maximim profit
is not achieved. Naimly, from φ(q1) = 0 it follows that Π′(q1) = 0. It is clear that Π′(q1) < 0
since φ is decreasing on ⟨0, qmin⟩, and φ′(q1) = −Π′′(q1) < 0 ⇒ Π′′(q1) > 0. Therefore, in q1
the function achieves local minimum profit.

On the other hand, it is clear that for q2 it holds that φ′(q2) > 0, so φ′(q2) = −Π′′(q2) > 0
and Π′′(q2) < 0. Therefore, the function reaches local maximum profit in q2.
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Under conditions of increasing returns to scale, case c, (as specified in condition (68)),
represents a necessary condition for maximizing profit. However, this condition applies to both
minimum and maximum and says nothing about the positivity of the maximum profit.Consequently,
this condition does not guarantee a positive profit. Furthermore, a closed–form solution for the
profit function cannot be established. This result is illustrated by the following two examples.

Example 4. Let us assume that a = 5, b = α = β = w1 = w2 = 1. So ε = 2, ρ = 1, and the
problem (3) becomes

max
x1,x2≥0

p(q)q − 1 · x1 − 1 · x2 = (5 − x1x2)x1x2 − x1 − x2. (69)

Condition (68) is satisfied. The solution to the problem (69) is the global maximum. Its value
is approximately 3.19501, and it is achieved at point (x1, x2) ≈ (1.46962, 1.46962) (Figure 5).

Figure 5: The graph of the function (69).

Example 5. Let us assume that a = 5, b = 1, α = β = w1 = w2 = 10. So ε = 20, ρ = 1, and
the problem (3) becomes

max
x1,x2≥0

p(q)q − 10 · x1 − 10 · x2 = (5 − x10
1 x10

2 )x10
1 x10

2 − 10x1 − 10x2. (70)

Condition (68) is satisfied. The solution to the problem (70) is the local maximum. Its value
is approximately -14.6397, and it is achieved at point (x1, x2) ≈ (1.04185, 1.04185). It can be
concluded that the objective function of (68) is negative on the whole area (the exception is its
value 0) and under these conditions the monopolist would operate at a loss.

3. Conclusion

This paper examines the long-run profit maximization of a monopolist operating under linear
demand and a two-input Cobb-Douglas production function. When the problem has a unique
solution, the closed–form expression defines the profit function for the given demand function.
It is shown that the closed–form solution to the problem is conditional on economies of scale in
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a linear demand setting. This generalization of the monopolist’s long-run profit maximization
model with linear demand and Cobb-Douglas technology provides a comprehensive economic
and mathematical analysis enriched by economic interpretations. The conditions under which
the problem yields a closed-form solution are identified, along with the market environment that
enables the monopolist to sustain production in the long-run. Due to implications of duality
results in production theory under certain regularity conditions, the monopolist’s technology
in the model is represented in two equivalent ways, by the Cobb-Douglas production function
and the corresponding derived cost function. It is shown that both approaches reduce the
discussion to the solvability of the equation equating marginal cost and marginal revenue, the
well-known necessary condition for profit maximization. Furthermore, the economic analysis
and subsequent economic interpretation offer interesting insights into the relationship between
returns to scale and the monopolist’s profit. The combination of mathematical analysis and
economic interpretation enabled a unique theoretical analysis of the extremely important econo-
mic problem of the monopolist’s long-run profit maximization under varying returns to scale.
The practical implications of this work lie in defining and elaborating the conditions under
which a solution to the specified long-run profit maximization problem of a monopolist exists.
In addition, conditions are identified under which a closed-form solution is obtainable, enabling
a comparative static analysis. Future research could focus on conducting sensitivity analysis
and further comparative statics.
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Abstract. Gyroscopic mechanical systems are modeled by the second-order differential equation

Mẍ(t) +Gẋ(t) +Kx(t) = 0,

where M ∈ Rn×n is a symmetric and positive definite matrix, G ∈ Rn×n is a skew-symmetric (GT =
−G) matrix, and K ∈ Rn×n is a symmetric matrix, representing the mass, gyroscopic, and stiffness
matrices, respectively. The stability of such systems, which is the primary topic of this paper, is
determined by the properties of the associated quadratic eigenvalue problem (QEP)

G(λ)x = (λ2M + λG+K)x = 0, x ∈ Cn, x ̸= 0.

In this paper, we provide an overview of various linearizations of the QEP and propose numerical
methods for checking the stability of gyroscopic systems based on solving the linearized problem. We
present examples that demonstrate how the use of numerical methods provides a significantly larger
stability region, which cannot be detected using the considered non-spectral criteria, or verify stability in
cases where non-spectral criteria are not applicable, highlighting the advantages of numerical methods.
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1. Introduction

Gyroscopic mechanical systems originate from the study of rotating bodies and their dynamic
behaviour. They play a crucial role in various disciplines, such as physics, engineering, and
applied mathematics.

The dynamics of gyroscopic systems oscillating about an equilibrium position, with no
external forces applied, is mathematically modelled by the equation

Mẍ(t) +Gẋ(t) +Kx(t) = 0, (1)

where the mass matrix M ∈ Rn×n is symmetric and positive definite, the gyroscopic matrix G ∈
Rn×n, which represents the effect of gyroscopic internal forces, is skew-symmetric (GT = −G),
and the stiffness matrix K ∈ Rn×n is symmetric. Here, x = x(t) represents the time-dependent
displacement vector.

The solutions of the equation (1) can be expressed in terms of the eigenvalues and eigen-
vectors of the quadratic matrix polynomial

G(λ) = λ2M + λG+K, (2)

This is an open access article under the CC BY-NC-ND 4.0 license 127
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so the behaviour of the gyroscopic system (1) is fully characterized by the algebraic properties
of the quadratic matrix polynomial (2) and the associated quadratic eigenvalue problem (QEP)

G(λ)x = (λ2M + λG+K)x = 0, x ∈ Cn, x ̸= 0. (3)

One of the most important properties of mechanical systems, which is also the main topic
of this paper, is stability. For gyroscopic systems, stability is achieved when the norm ∥x(t)∥
of the solution of equation (1) is uniformly bounded for all t > 0 (see, for example, [1]).
This condition is satisfied if and only if all eigenvalues of the quadratic matrix polynomial G
are purely imaginary and semisimple, i.e., have equal geometric and algebraic multiplicities (see
[1, 3]). It is well known that for all positive definite K (which physically corresponds to a system
oscillating about a stable equilibrium point), the system (1) is stable. For negative definite K
(corresponding to oscillation about an unstable equilibrium point) or indefinite K, there are
no simple necessary and sufficient conditions for stability. Although there are some analytical
’non-spectral’ stability criteria, they are often too restrictive and cannot be generalized to
different types of system matrices. Rather than relying solely on analytical conditions, this
paper explores numerical methods for checking the stability. This computational approach
overcomes the limitations of theoretical results, offering a more comprehensive solution to the
stability problem in gyroscopic mechanical systems (see [5, 6, 12, 18]).

More precisely, in this paper, we provide an overview of various linearizations of the QEP
(3) and numerical methods for checking the stability of gyroscopic systems, which are based
on solving the linearized problem. These methods do not require any prior information about
the interconnections between the system matrices or the definiteness of the matrix K, which is
usually needed for non-spectral criteria. We present an example often used to compare analytical
criteria for determining the stability region of parameter-dependent problems and demonstrate
that numerical methods provide a significantly larger stability region, which cannot be detected
using the considered analytical criteria. Furthermore, we present examples where analytical
criteria are difficult or impossible to apply while numerical methods provide relevant results.

System stability is often a fundamental requirement for analyzing other system properties.
For example, in our previous work, we focused on perturbation analysis for stable gyroscopic
systems, assuming stability in advance. In paper [14], we studied perturbation bounds for
gyroscopic systems in motion about a stable equilibrium position. In particular, we studied
perturbations in the eigenvalues and eigenvectors of stable gyroscopic systems with symmetric
and positive definite stiffness matrix K. In [15], we analyzed gyroscopic systems in motion about
an unstable equilibrium position. These systems are modelled as linear gyroscopic mechanical
systems of the form (1), where the stiffness matrix K is symmetric and negative definite. In
both papers, we derived new relative bounds for the perturbation of the eigenvalues and bounds
of the sinΘ - type for the associated eigenspaces based on results from [20].

The rest of the paper has the following structure: Section 2 provides a brief introduction to
the stability of gyroscopic systems and presents related results used later in the paper. Section
3 examines the stability of gyroscopic systems in terms of the generalized eigenvalues of matrix
pencils obtained through several different types of linearizations. Section 4 presents numerical
methods for calculating system eigenvalues and their multiplicities. Section 5 includes numeri-
cal examples, and Section 6 provides an overview of the results.

Notation. Throughout this paper, In, n ∈ N, denotes the n × n identity matrix. λ(A)
denotes the set of all eigenvalues of a matrix A. A > 0 (A < 0) denotes that the matrix
A is positive (negative) definite, while A ≥ 0 (A ≤ 0) denotes that A is positive (negative)
semidefinite.
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2. Stability of gyroscopic systems

One of the most significant properties of the spectrum of the quadratic matrix polynomial G
from (2) is its Hamiltonian symmetry, which means that it is symmetric with respect to both
the real and imaginary axes (since M is nonsingular, the spectrum of (2) is always a bounded
set in the complex plane, meaning that (2) has 2n finite eigenvalues). Specifically, if λ is
an eigenvalue of G(λ), then λ, −λ, and −λ are also eigenvalues, with associated pairs of left
and right eigenvectors (y, x), (y, x), (x, y) and (x, y), respectively. Because of this, gyroscopic
systems can only have the property of marginal stability, meaning they are considered stable
if all eigenvalues of (2) are purely imaginary and semisimple. Therefore, a direct approach to
check the stability of the system involves calculating all the eigenvalues of the quadratic matrix
polynomial and verifying their algebraic and geometric multiplicities.

There are some very useful ’non-spectral’ results on the stability of gyroscopic systems,
expressed in terms of the properties of system matrices or their interconnections. The most
significant are the results expressed only in terms of the definiteness of the matrix K. As
already mentioned, a system with a positive definite K is always stable. On the other hand, if
K is positive semidefinite, only zero eigenvalues can be defective (that is, not semisimple), and
G(λ) has a defective eigenvalue if and only if K is singular and there exist nonzero vectors in
G(KerK) ∩ ImK (see [16, Theorem 2]). Furthermore, for systems with an indefinite K, it is
known that if detK < 0, then (1) is unstable (see [16, Theorem 3],[17, Theorem 6.3]). Also,
result from [4] show that the system is stable if K < 0 and

4K −G2 − δI > 0,

where δ = 2(δ1−δ2), and δ1 and δ2 are the maximal and minimal eigenvalues of −K, respectively.
Therefore, if information about the definiteness of the matrix K is available, some of the
previously mentioned criteria can serve as necessary or sufficient conditions for the stability or
instability of the system.

There are also criteria based on other system matrices and their properties or interconnec-
tions. For example, it is well known that the system ẍ+Gẋ+K = 0 is unstable if

4K −G2 < 0. (4)

Unfortunaly, the converse is not true in the general case. However, in the case where K and G
commute,

4K −G2 > 0 (5)

is both a necessary and sufficient condition for stability (see [10]). On the other hand, the
condition

K −GM−1G < 0

always implies instability of system (1) (see [7]).
The main disadvantage of all these criteria is that they are limited to specific types of

systems, and some are difficult to verify.

3. Stability and generalized eigenproblem

The main goal of this paper is to investigate numerical methods for checking the stability
of gyroscopic systems of the form (1), including the calculation of the eigenvalues of (2). A
common approach to solving the QEP is to first linearize it into a linear eigenvalue problem.
One possible class of linearizations of G is given by

L(λ) =

[
0 X

−K −G

]
− λ

[
X 0
0 M

]
, (6)
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where X ∈ Rn×n is an arbitrary regular matrix. Although the result is independent of X, the
choice of suitable X may provide advantages in numerical methods. Specifically, we can use
linearization (6) with X = I, resulting in

LM (λ) =

[
0 I

−K −G

]
− λ

[
I 0
0 M

]
:= A− λB . (7)

The generalized eigenvalue problem of the matrix pencil LM and the QEP (3) are equivalent.
This means that eigenvalues of G(λ) and the pencil A − λB, i.e. the pair (A,B) are the same
and that the associated eigenvectors of one problem can be calculated from those of the other.
Since M is regular, instead of the generalized eigenvalues of the pair (A,B), we can consider
a standard eigenvalue problem B−1Ax = λx, which involves calculating the eigenvalues of the
matrix [

0 I
−M−1K −M−1G

]
. (8)

If M is very ill-conditioned, such that M−1K and M−1G cannot be computed accurately, the
QEP should not be replaced with a standard eigenproblem and must instead be solved as a
generalized eigenproblem. However, the structure of M often allows for an efficient calculation
of its inverse. Thus, if M−1 is given, or, as is common in theoretical analyses, the mass
matrix M is assumed to be the identity matrix (see, for example, the criterion discussed in
[1]), the standard eigenvalue problem with the matrix (8) may provide a more advantageous
formulation. The main drawback of the linearization (7) is that the resulting eigenvalue problem
is non-symmetric.

Linearization can also be chosen such that A and B preserve the special structures of
the system matrices. There are some linearizations A − λB that reflect the property that
the eigenvalues of a real gyroscopic system occur in quadruples (λ, λ,−λ,−λ), where one of
the matrices A or B is Hamiltonian, and the other is skew-Hamiltonian. The matrix A is
Hamiltonian if

(AJ)T = AJ,

where

J =

[
0 I
−I 0

]
.

If
(AJ)T = −AJ,

we say that A is skew-Hamiltonian. An example of such a skew-Hamiltonian / Hamiltonian
linearization is given by (see [19]) [

K 0
G K

]
− λ

[
0 K

−M 0

]
. (9)

On the other hand, a Hamiltonian/skew-Hamiltonian linearization is[
0 −K
M 0

]
− λ

[
M G
0 M

]
, (10)

which is preferred when K is singular (see [19]).
There are also linearizations that result in a Hermitian eigenvalue problem. To obtain such

a linearization, from the matrix polynomial G from (2), we define a new matrix polynomial

H(λ) = −G(−iλ) = λ2M + λH −K (11)
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where i is the imaginary unit, and
H := iG

is a complex Hermitian matrix. The benefit of this transformation lies in the fact that all
matrices in (11) are Hermitian, and the eigenvalues of G and H can simply be computed from
each other. More specifically, if λ is an eigenvalue of G, then iλ is an eigenvalue of H, and
conversely, both sharing the same eigenvector. As stated previously, the gyroscopic system
(1) is stable if and only if all the eigenvalues of G are purely imaginary and semisimple. This
equivalently means that all eigenvalues of H are real and semisimple. In the case where K > 0,
the QEP associated with (11) is a hyperbolic eigenvalue problem, which is known to have real
and semisimple eigenvalues. This is consistent with the statement that gyroscopic systems with
K > 0 are stable (see [19]).

Due to the desirable properties of H(λ), instead of the original QEP (3), we can consider
the QEP

H(λ)x = 0, x ∈ Cn, x ̸= 0. (12)
One possible Hermitian linearization of H is

LH(λ) =

[
K 0
0 M

]
− λ

[
H M
M 0

]
:= A− λB . (13)

The generalized eigenvalues of the original problem can be obtained from the eigenvalues of
A − λB by multiplying them by −i. Since A,B ∈ Cn×n are Hermitian matrices, the matrix
pair (A,B) is said to be Hermitian. Note that the linearizations discussed above involved real
matrices, while in this case, B is a complex matrix.

If K < 0, the linearization (13) can be further simplified. By transforming (13), one of
the matrices in the pair (A,B) can be reduced to a sign matrix J . Let LM and LC be the
Cholesky factors of M and C = −K (C is positive definite), such that M = LML∗

M and
K = −C = −LCL

∗
C . Instead of the pair (A,B), we can consider the equivalent pair

(L−1AL−∗, L−1BL−∗) := (J,BL),

where

L−1 =

[
L−1
C 0
0 L−1

M

]
and

J =

[
−In 0
0 In

]
, BL =

[
L−1
C HL−∗

C L−1
C LM

L∗
ML−∗

C 0

]
. (14)

This specific linearization was used in [15] to obtain relative perturbation bounds.

3.1. Stability and definite matrix pairs
A Hermitian matrix pair (A,B) is said to be definite if there exists a real linear combination
αA+βB of the matrices A and B that is positive definite. If either A or B is a definite matrix,
the pair (A,B) is trivially definite. Definite matrix pairs have real and semisimple eigenvalues.
Therefore, if (A,B) from (13) is definite, the corresponding gyroscopic system is stable (see
[19]).

Using the ideas from [1, 8] applied to the QEP (12), we obtain that for the definiteness of
the pair (A,B) from (13), we have

αA+ βB =

[
αK + βH βM

βM αM

]
= (15)

=

[
I −β

αI
0 I

] [
αK − βH − β2

α M 0
0 αM

] [
I 0

−β
α I

]
, (16)
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which implies that αA+ βB is congruent to

α

[
−µ2M − µH +K 0

0 M

]
,

where µ = −β
α . Since M is positive definite, the pair (A,B) is definite if and only if

−µ2M − µH +K

is positive definite for some µ. Equivalently, this condition holds if and only if

µ2M + µH −K

is negative definite for some µ. Therefore, if we have information about the negative definiteness
of this matrix, we can conclude that the system is stable. Notice that when K is positive definite,
then A is also positive definite, and the pair (A,B) is trivially definite. This corresponds to the
well-known fact that gyroscopic systems with positive definite K are always stable. However,
while the positive definiteness of the pair (A,B) implies that the system is stable, the converse
is not true. A system can still be stable even if (A,B) is not definite.

4. Numerical methods for detecting stability

In this section, we discuss numerical methods for detecting stability in gyroscopic systems.
These methods involve the computation of eigenvalues of the pair (A,B), which is derived from
the gyroscopic system through the linearization of the corresponding QEP. One approach to
obtaining the eigenvalues of (A,B) is by reducing the pair to its generalized Schur form

Q∗AZ = S, Q∗BZ = T, (17)

where Q,Z ∈ C2n×2n are unitary matrices, and S, T ∈ C2n×2n are upper triangular. The
generalized eigenvalues are then given by

sii
tii

, i = 1, . . . , 2n,

where tii and sii are the diagonal elements of T and S, respectively. For general matrix pairs, it
is possible that tii = 0 for some i, corresponding to an infinite eigenvalue. However, gyroscopic
systems with M > 0 have only finite eigenvalues. If a real linearization (A,B) is chosen, then a
real generalized Schur form exists, where Q and Z are orthogonal, and T and S are upper quasi-
triangular. The method described above is the QZ algorithm, a numerically stable method for
determining generalized eigenvalues (see [13]).

The QZ algorithm does not take advantage of the structure of the system matrices or
the special spectral properties of gyroscopic systems. If (A,B) is chosen to be one of the
skew-Hamiltonian/Hamiltonian or Hamiltonian/skew-Hamiltonian linearizations given in (9)
and (10), the problem can be reformulated as a Hamiltonian eigenvalue problem. Such problems
can be solved using specialized algorithms, such as the one described in [2].

A concise overview of numerical methods for the generalized eigenvalue problem, along with
their properties, is provided in [19].

Another numerical challenge in stability analysis is determining whether the eigenvalues are
semisimple. Simple eigenvalues are always semisimple, but for multiple eigenvalues (those with
an algebraic multiplicity greater than 1), it is necessary to verify their geometric multiplicity.
For a generalized eigenvalue λ of the matrix pair (A,B), the geometric multiplicity is defined
as the dimension of the null space of A − λB. To compute the geometric multiplicity, we can
calculate the rank of A − λB. This method is particularly effective for small to medium-sized
matrices and when the eigenvalues are well-separated.
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5. Numerical examples

In this section, we demonstrate the advantages of using a numerical approach for stability
analysis of gyroscopic systems compared to algebraic necessary/sufficient conditions. In the
following example, we demonstrate how the numerical approach can provide a significantly
larger stability region in a parameter-dependent problem.

Example 1. Let’s consider a widely used example of a gyroscopic system commonly found in
literature (e.g., see [4, 9, 11]). This example represents a simplified model of a disk mounted on
a weightless, non-circular rotating shaft subjected to a constant axial compression force. The
system can be described by the following differential equation:

Mẍ(t) +Gẋ(t) +Kx(t) = 0,

where

M = I, G = 2ω

[
0 −1
1 0

]
, and K =

[
k1 − η − ω2 0

0 k2 − η − ω2

]
. (18)

The parameter ω represents the shaft’s angular velocity, and its value in this example is ω = 2.
Furthermore, η represents the axial force, with a value of η = 3. The parameters 0 < k1 < 7
and 0 < k2 < 7 denote the elastic rigidities in the two principal directions.

The paper [4] analyzes what stability area various analytical criteria give for this example.
In that paper, the best result gives Bulatovic’s criterion, which is applicable only to gyroscopic
systems with negative definite K:

Theorem 5.1. (see [4]) If GT = −G and KT = K < 0, the system ẍ+Gẋ+Kx = 0 is stable
if

4K −G2 − δI > 0 (19)

where δ = 2(δ1 − δ2), where δ1 and δ2 are the maximal and the minimal eigenvalues of −K,
respectively.

Previous criterion gives that the system is stable if (see [4])

2(k1 − 3)− |k1 − k2| > 0 and 2(k2 − 3)− |k1 − k2| > 0,

which reduces to
k1 > 3 and (6 + k1)/3 < k2 < −3 + 2k1,

and stability area is illustrated in Figure 1(a).
On the other hand, the following Barkwell and Lancaster (see [1]) stability criterion gives

better results for this example.

Theorem 5.2. [1, Theorem 5] If G is a real skew-symmetric nonsingular matrix, and K is a
real negative definite matrix, then the matrix polynomial H(λ) = λ2I + λ iG − K has all real
and semisimple eigenvalues whenever

|G| ≥ kI − k−1K (20)

holds for some k > 0, where |G| denotes the positive square root of −G2.

For this particular example, criterion ’|G| > kI − k−1K, holds for some k > 0’ means that

k1, k2 > k2 − 4k + 7 for some k > 0. (21)
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Figure 1: (a) Stability area from [4] (b) Stability area from [1] (c) Numerical stability area

Since
min
k>0

(k2 − 4k + 7) = 3,

this stability criterion gives a wider stability area, so criterion (20) is better then (19) for the
observed example (see Figure 1(b)). Using our direct approach, it is easy and very straightfor-
ward (it can also be calculated by hand because of such small system matrices) to see that some
parts of the stability area are not included in the previous two results. An example of this was
obtained when we calculated the eigenvalues of the system for k1 = 2.3 and k2 = 3.65 (which
is not included in any stability region defined by previous results). The eigenvalues are ±2.052i
and ±1.9337i, which are purely imaginary and semisimple, implying stability. Similarly, the
numerical method gives many more configurations that ensure the stability of the system, and
the whole area is illustrated in Figure 1(c). We can see that the stability area is much wider
than the analytical criteria can confirm.

Example 2. In this example, we examine a system similar to the one in the previous example,
but with two discs. Specifically, we consider a simplified model consisting of two discs mounted
on a non-circular, weightless, elastic shaft that rotates at a constant angular velocity ω. An
example of the system matrices for this type of system is

M = I, G = 2ω


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

 , K =


2− ω2 1 0 0

1 4− ω2 0 0
0 0 2− ω2 1
0 0 1 4− ω2

 .

We observe the stability of this system with respect to ω ≥ 0. This results in K, which can
be positive definite (e.g., for ω = 1), indefinite (e.g., for ω = 2), or negative definite (e.g.,
for ω = 3). This means that none of the analytical criteria that rely on the assumption of the
definiteness of K can be applied to all three cases (such as those given in Theorems 5.1 and 5.2
from the previous example). If we notice that K and G commute, we can apply the analytical
criterion (5) and verify the positive definiteness of 4K−G2 to conclude that the system is stable
in all three cases. Indeed, numerical methods also confirm stability (the obtained eigenvalues are
given in Table 1), but without requiring verification of any conditions on the system matrices,
which gives them an advantage in practical applications.

Example 3. In this example, we analyze the stability of a gyroscopic system of dimension
n = 10, where the mass matrix is a random diagonal matrix with diagonal elements in [0, 1],
the gyroscopic matrix is a full random antisymmetric matrix with elements from [−100, 100],
and the stiffness matrix is a random symmetric matrix with eigenvalues in the range [−100, 1]
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ω eigenvalues
1 ±3.1010 i, ±2.2593 i, ±0.2593 i, ±1.1010 i
2 ±4.1010 i, ±3.2593 i, ±0.7407 i, ±0.1010 i
3 ±5.1010 i, ±4.2593 i, ±1.7407 i, ±0.8990 i

Table 1: Eigenvalues of QEP from Example 2 for ω ∈ {1, 2, 3}

(hence, K can be negative (semi)definite or indefinite). We repeated the experiment 100 times.
In six instances, the generated system had an indefinite K, and all corresponding systems were
unstable. In the remaining 94 cases, the generated system had a negative definite K and was
stable in 19 instances. This analysis does not rely on any prior assumptions about the intercon-
nections between the system matrices, and the most effective approach to analyze it is through
numerical procedures.

6. Conclusions

In this paper, the stability problem of gyroscopic systems is considered. Stability is related to the
eigenvalues of the associated quadratic problem and their multiplicities. Many papers provide
analytical conditions for stability verification, which are simpler than computing generalized
eigenvalues, but their application is very restrictive, so they often do not give the results. On
the other hand, numerical methods always provide results, and when stable algorithms are
used, obtained results are reliable. In the examples in Chapter 5, it can be seen how the
numerical criterion provides a significant advantage compared to some algebraic methods in
checking the stability or in determining the stability region for a specific parameter-dependent
problems. These results indicate that numerical methods should be used in practice, especially
when analytical criteria are not applicable.
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Abstract. The adverse effects of pollution and the impacts of different productive sectors on the
degradation of the environment have become important issues in economic development analysis. This
study aims to estimate the overall carbon footprint of different economic sectors of the Croatian econ-
omy. Total CO2 emissions are decomposed by direct and indirect emissions of productive sectors and
final demand by applying the environmentally extended input-output analysis (EEIO). EEIO approach
enables the decomposition of the total CO2 emissions of specific sectors into emissions related to the
production of final goods and services and the production of intermediate inputs delivered to other
economic sectors. The highest level of direct emissions has been generated by sectors producing energy
products and transportation. As the output of those sectors is required as intermediate inputs used by
the other sectors, the EEIO model redistributes emissions to other sectors, delivering final products to
domestic users and abroad. Besides transport and electricity, Croatia’s highest level of total direct and
indirect emissions is found in the construction sector, production of non-metallic mineral products and
food industry.
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1. Introduction

In the ever-increasing changes and dynamics of changes in all spheres of peoples’ lives, the topical
issue of sustainability and sustainable growth is inevitable. Moreover, considering how climate
change and environmental degradation impact the world in a myriad of ways, it is apparent
that policymakers, government bodies, entrepreneurs and corporations are highly interested in
ways to identify what are the productive sectors that cause the most damage and are the least
sustainable. The environmentally extended input-output analysis (hereafter EEIO) represents a
potent technique used to evaluate the influence of certain economic activities on environmental
degradation, depletion of natural resources and emission of pollutants. Moreover, EEIO pro-
vides “a simple and robust method for evaluating the linkages between economic consumption
activities and environmental impacts, including the harvest and degradation of natural re-
sources” that assesses the relationship between economic activities and sectors and downstream
environmental and ecological impacts [16]. The underlying concept of EEIO methodology is
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to develop and replace previously used production and diagram trees with an input-output
matrix that shows flows, usually monetary, but sometimes physical, between economic sectors
[16], therefore developing a quantitative framework for the identification of sustainable and
unsustainable national industries, in terms of direct and indirect environmental and ecological
impact [9].

The main objective of this study is to estimate the overall carbon footprint of productive
sectors of the Croatian economy and to distribute the total CO2 emissions to individual compo-
nents of final demand. The EEIO approach regarding the Croatian economy has been applied
to study wastewater discharges, revealing that industrial sectors generate significantly more
wastewater than in comparable European countries [7]. The EXIOBASE 3 database provides a
comprehensive time series of EE MRIO tables for global economic and environmental analysis,
including data for Croatia [31]. Input-output analysis has also been used to assess the eco-
nomic impact of the transportation sector in Croatia, showing significant multiplicative effects,
particularly in air transport [34]. These studies demonstrate the versatility of EEIO methods
in examining various aspects of the Croatian economy, from environmental impacts to sectoral
interdependencies, providing valuable insights for policymakers and researchers. However, to
the best of the authors’ knowledge, this article is the first to quantify Croatian productive
sectors’ direct and indirect CO2 emissions using the EEIO approach.

The structure of the paper takes the form of five parts. Section 2 provides a literature review
of the EEIO method and greenhouse gas emissions (GHG) emissions. Section 3 unveils the
methodology. The research results are presented in Section 4, and a discussion and conclusion
are provided in the last section.

2. Literature review

A literature review is focused on previous studies that use the EEIO model and are relevant
to the objective of this study. Thus, it includes the literature developing EEIO methodology,
empirical studies for other economies that identify industries related to the most severe environ-
mental degradation, and literature that provides policy recommendations for efficiently reducing
CO2 emissions proposed in the previous empirical studies for other economies. Findings from
previous studies could be helpful in formulating the optimal model for assessing sources of CO2
emissions in Croatia, identifying similarities and differences in the economic structure, and
formulating adequate policy recommendations based on specific national conditions.

Modifications to standard IO tables with ecological indicators were first introduced in [3]
and [18], where authors incorporated pollution variables into the standard input-output (IO)
model. The main idea behind the EEIO model is to augment the standard technical coefficients
matrix with additional rows reflecting the pollutants’ emissions [24]. Thus, by application of the
assumption of the standard IO model, where final demand through the technological connection
of economic sectors induces economic effects not only for units producing final products but
along the overall supply chain, direct and indirect emissions of pollutants can also be calculated
[24]. Beside analyse of GHG, the same methodological background can be used in many different
applications and environmental extensions to the EEIO method, such as studies that incorporate
water pollution [5, 21], carbon emissions [8, 35], waste [13] and food waste [1, 22].

Empirical studies are conducted for many economies to identify the sources of CO2 emissions
based on the EEIO model. The findings of recent empirical studies are summarized in Table 1.
In most empirical studies, construction, agriculture, electricity produced from fossil fuels, the
metal industry, transport, and the production of construction materials are sectors with the
most significant environmental footprints. At the same time, clean-electric power generation,
public services, education, health and social work are associated with the lowest emissions. The
negative impact of economic activity on the environment is not limited to traditional sectors.
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Moon, Yun and Lee (2020) [25] concluded that the sectors with the most CO2 emissions in the
Korean economy produce goods and services of the fourth industrial revolution.

Author(s) of empirical
study

Country/region Sectors with the highest CO2
emissions

Liu et al. (2020) [19] Province
Saskatchewan
in Canada

Construction; crop and
animal production and forestry
and logging; electricity from fos-
sil fuels

Shmelev and Brook (2021)
[30]

Austria, China,
France, Germany,
Sweden and the
USA

Production of electricity from
gas, coal, oil, and other
petroleum products; extrac-
tion of metals and other ores;
production of cement, lime,
gypsum, and air transport

Alcantara and Padilla
(2006) [2]

Spain Electricity and gas: land trans-
port; manufacture of basic met-
als; manufacture of non-metallic
mineral products, and manufac-
ture of chemicals

He et al. (2021) [14] China Electricity/heat production;
Construction

Imansyah and Putranti
(2017) [15]

Indonesia Crude oil and natural gas; com-
merce; thermal power; coal; non-
metallic ores mining; petroleum
refinery products and road trans-
port

Othman and Jafari (2016)
[26]

Malaysia Energy industry and transporta-
tion

Moon, Yun and Lee (2020)
[25]

South Korea Manufacture of computers, elec-
tronic and optical products;
chemicals and pharmaceutical
products; motor vehicles, trailers
and semi-trailers and construc-
tion

Beidari, Lin and Lewis
(2017) [4]

South Africa Electricity, other industries;
transportation, and residential
sectors

Table 1: The results of recent empirical EEIO studies on the sectors with the highest CO2
emissions (Source: Authors’ systematization)

EEIO analysis on the sources of environmental degradation enables governments and re-
gional leaders to assess productive sectors that harm the environment and to consider this
information when developing new regulations, policies and laws. Empirical results on the
sources of CO2 pollution are essential for formulating guidelines towards sustainable devel-
opment and achieving the Paris Climate Agreement goals. Alcantara and Padilla (2006) [2]
suggest that reducing emissions would be made possible by introducing specific measures and
incentives such as increased use of renewable energy sources, innovations in the production of
vehicles, and improvement of the ecological quality of fuel. He et al. (2021) [14] concluded that
emission reduction policies should promote the decarbonisation of the electricity industry and
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improve energy efficiency by controlling carbon emissions in other productive sectors. Moon,
Yun and Lee (2020) [25] pointed out that it is necessary to urgently reorganise production in
modern sectors in a more environmentally friendly way without limiting their production and
the possibility of losing competition. Beidari, Lin and Lewis (2017) [4] found that direct CO2
emissions are more significant than indirect CO2 emissions and proposed that the government
should invest in expanding and maintaining national energy capacities and reduce coal and oil
imports.

Some authors tried to answer the sustainability question: Is economic growth necessarily
related to increased emissions of pollutants? Firdaus (2020) [12] compares the Indonesian
economy’s output and CO2 emission multipliers. The author pointed out that electricity and
gas supply are sectors with a high output multiplier but also a relatively high CO2 emission
multiplier, which means that increased environmental destruction may accompany economic
growth. On the other hand, the rubber and plastic products sector has a high output multiplier
and a very low CO2 multiplier, so it would be desirable to increase that sector’s production to
reduce CO2 emissions.

3. Research methodology

This research estimates direct and indirect CO2 emissions of economic sectors and final demand
based on the EEIO methodology. In general, IO analysis makes it possible to determine the
interdependence of productive sectors in the national economy [17, 24, 33]. IO tables describe
the flow of goods and services among productive sectors. Readers can learn more about the
standard IO approach [24, 33].

The standard IO table can be expanded to show the impact of individual activities on the
environment, that is, the role of each economic sector in generating harmful substances that
pollute the environment [24, 27, 28, 32]. A fundamental problem in models that include effects
on the environment is the application of an appropriate unit of measure for the emission of
harmful substances [23, 24].

In general form, the EEIO table can be presented by Table 2. The upper part is the standard
IO table presenting the structure of deliveries of economic sectors (by rows) and the use of
intermediate inputs and components of final demand (by columns). Intersectoral deliveries of
products produced by sector i, which are used as intermediate inputs of sector j are presented
by Xij , (i, j = 1, . . . , n). The total output of each sector (Xi, i = 1, . . . , n), besides intermediate
inputs, includes goods and services used by final consumers (Yi, i = 1, . . . , n). Final uses can be
further disaggregated into main components: personal consumption, government consumption,
gross capital formation and exports, which are here, because of clarity and simplicity, not
presented in Table 2.

Columns of IO table present the structure of intermediate inputs produced domestically
(Xij) and imported intermediate inputs (Mi). In the fundamental IO model, the matrix A,
square n × n matrix, expresses a set of technical coefficients aij =

Xij

Xj
, i, j = 1, . . . , n. Each

sector uses intermediate inputs from other economic sectors to deliver the required final output.
An increase in the final demand for the output of one sector thus indirectly stimulates economic
activities in other sectors depending on the technological connections between sectors. The lower
part of the table includes set of environmental variables and their distribution by sectors and
final uses.
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Economic sectors Final uses Output
1 . . . j . . . n

1 X11 . . . X1j . . . X1n Y1 X1

...
...

...
...

Economic sectors i Xi1 . . . Xij . . . Xin Yi Xi

...
...

...
...

n Xn1 . . . Xnj . . . Xnn Yn Xn

Imports M1 . . .Mj . . .Mn MY M
Net taxes on products T1 . . . Tj . . . Tn TY T

GVA V1 . . . Vj . . . Vn V
Output X1 . . . Xj . . . Xn Y X

Set of environmental variables
Use of energy in MJ

Electricity B11 . . . B1j . . . B1n B1Y B1
Crude oil and derivatives B21 . . . B2j . . . B2n B2Y B2

Gas B31 . . . B3j . . . B3n B3Y B3
Greenhouse gas emissions (in tonnes)

CO2 D11 . . . D1j . . . D1n D1Y D1
CH4 D21 . . . D2j . . . D2n D2Y D2
SO2 D31 . . . D3j . . . D3n D3Y D3

Use of water and waste disposal
Water (in litres) W11 . . .W1j . . .W1n W1Y W1

Waste (in tonnes) W21 . . .W2j . . .W2n W2Y W2

Table 2: Environmentally extended input-output model, a general case (Source: Authors
systematization according to [6] and [24])

The standard IO model can be extended by environmental variables usually available in
physical units as presented in the lower part of Table 2. Analysis can include a broad set of
environmental variables disaggregated by industries and final demand: use of specific energy
products, GHG emissions, water use, and waste disposal. As each economic sector uses inter-
mediate inputs delivered by other sectors, total emissions related to the production process of
one sector also induce indirect emissions related to the production of required inputs. The en-
vironmental emission matrix D represents the environmental impacts related to GHG emissions
associated with cross-sectoral interactions, which includes direct effect coefficients. Theoreti-
cally, matrix D is k × n matrix where k is the number of rows determined by the number of
indicators of interest for environmental protection, and n is the number of economic sectors
of the standard IO model [23, 24]. For each type of GHG, direct emission intensity can be
calculated for each sector [6]. Elements dij =

Dij

Xj
, i = 1, ..., k, j = 1, . . . , n of matrix D are ex-

pressed as the ratio of a specific indicator of environmental effects or the quantity of emissions
to the gross output of a particular economic sector. This study is focused on CO2 emissions
only. Thus, matrix D is a row vector whose elements present the ratios of CO2 emissions to
the output of each sector. Croatian IO table is available for 64 mutually exclusive sectors; thus
matrix D in this study is 1× 64 row vector.

Using the EEIO framework, both direct and indirect emissions of pollutants can be calcu-
lated as they relate to the production of a specific sector and the emission of pollutants in the
entire value-added chain of a particular industry. The emission multiplier thus includes direct
and indirect emissions of a specific sector along the supply chain. It estimates the total (direct
and indirect) CO2 emissions required to produce the unit value of each sector (CO2 per EUR
1 million of sectoral output). In this study, the focus is exclusively on the CO2 emissions and
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matrix

Xe∗ = D · L (1)

1× 64 row vector, where L = (I − A)−1, square 64× 64 matrix, is the Leontief inverse matrix
[24], whose elements show the sum of each sector’s direct and indirect output required per unit
of the output produced and delivered by another industry to the final user.

Information on total emissions related to the production of individual sectors is helpful,
especially for those economic sectors that do not emit significant amounts of pollutants but use
intermediate inputs produced by other industries that could be essential pollutants. However,
the disadvantage of this approach is potential double counting if the output of each sector is not
separated into the production of final products and intermediate inputs. The CO2 emissions
allocated to the output of, for example, the electricity sector could be allocated to the emissions
of all other sectors producing final goods and services where energy is an essential input. The
problem of double counting in the distribution of total emissions to economic industries can be
solved by multiplying sectoral emission multipliers by a vector of final demand instead of a vector
presenting sectoral output. In that way, emissions related to the production of intermediate
inputs are redistributed from the input producer to the sector which produces the final product.

If the total pollution matrix is marked with X∗ then the total emission of pollution related
to the production processes necessary for the delivery of goods and services according to the
given final demand equals:

X∗ = D∗ · L · Y (2)

where D∗ is a diagonal matrix derived from a row vector D. Matrix Y is n×1 column vector of
final demand, which can be further disaggregated into components: final demand of households,
government consumption, gross fixed capital formation, and exports.

Unlike the direct emissions emitted by the production sectors, the responsibility for indirect
emissions, i.e. those that occur in the production chain, can be considered from different
aspects. According to [29], this paper uses an approach in which emissions are allocated to
industries producing final demand, with exports included. The above implies that the emissions
of products intended for export abroad, where they are used both for final and intermediate
consumption, are added to the total national emissions. Unfortunately, statistical data on
the exact purpose of exported products (intermediate or final use of Croatian products in
the country where products are exported) is unavailable. Most empirical studies focused on
individual countries applied the same approach and treated total exports as the final demand.
Separating exported products for intermediate or final use in the importing economy would
require an abundant data set on sectoral emissions for all trade partners and the application of
a world IO table.

Besides economic sectors, total emissions of CO2 from productive sectors analysed in this
paper are divided into components of final demand, i.e. personal consumption, government
consumption, investments, and exports. To distribute domestic emissions into components of
final demand for each productive sector, formula (2) was applied where Y presents individual
components of final demand.

IO data for different periods should be expressed at constant prices to estimate trends in the
CO2 emission dynamics relative to actual economic activities. IO tables for 2015 and 2020 are
officially published at current prices and prices of the previous year, while IO tables at constant
prices of the base year are not published. Thus, the transformation of IO into constant 2020
prices is based on the approach proposed by [20] and the application of the double deflation
method. The chain-linking technique estimates the total price changes over the analysed period.
Based on this approach, IO data for 2015 are converted to constant 2020 prices. The ratio of
the current price to the base-year price level for sector i is expressed as pi; the crucial point in
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the calculation is diagonal n × n matrix P (in this study 64 × 64) that contains the elements
pi (cumulative price index for each sector in period 2015-2020) on the main diagonal and off-
diagonal entries are zero. The following formula is applied to transform IO 2015 data to IO at
constant 2020 prices:

Xr = ArXr + Yr (3)

where Xr = P−1X is n × 1 output matrix, Yr = P−1Y is n × 1 final demand matrix and
Ar = P−1AP is n× n matrix of IO coefficients all expressed at constant 2020 prices.

IO tables for the Croatian economy in current prices and prices of the previous period for
2015 and 2020 were downloaded from [10], and CO2 emissions per Croatian sectors from [11].

4. Research results

Results present direct, indirect and total CO2 emissions distributed to economic sectors and
final demand for 2015 and 2020. Sectoral distribution and trends in direct and indirect emissions
of pollutants provide an analytical background for formulating policy recommendations oriented
toward reducing the negative environmental impact of economic growth.

Sector code Sector 2015 2020 Index 2020/2015 Structure 2020
D Electricity, gas, steam and

air conditioning
3,708 3,290 88.7 19.3

C23 Other non-metallic min-
eral products

2,469 2,640 106.9 15.5

C19 Coke and refined
petroleum products

1,409 858 60.9 5.0

H49 Land transport services
and transport services via
pipelines

847 909 107.4 5.3

A01 Products of agriculture,
hunting and related ser-
vices

645 718 111.3 4.2

C20 Chemicals and chemical
products

642 604 94.2 3.5

B Mining and quarrying 489 495 101.1 2.9
H50 Water transport services 432 257 59.4 1.5
F Constructions and con-

struction work
279 328 117.7 1.9

C10-C12 Food, beverages and to-
bacco products

273 253 92.6 1.5

Ten sectors with the highest emissions 11,194 10,355 92.5 60.8
Other economic sectors 1,804 1,809 100.2 10.6

Total emissions by producers 12,999 12,163 93.6 71.4
Heating/cooling activities by households 1,036 1,036 1,018 6.0

Transport activities by households 3,871 3,871 3,560 20.9
Other activities by households 303 303 300 1.8

Total CO2 emissions 18,208 17,041 93.6 100.0

Table 3: Direct emissions of CO2 in 000 tonnes as recorded by official statistics, Republic of
Croatia (Source: Eurostat database)
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Total CO2 emissions, as available from official statistical sources (Table 3), are recorded sep-
arately for production activities and pollution emitted directly by final consumers, who use
energy products for household heating, cooling, and transportation. In 2020, the production
processes of domestic companies were responsible for 71.4 percent of total CO2 emissions. It
can be noticed that pollution is concentrated in a few critical sectors. Thus, electricity produc-
tion is responsible for almost 20 percent of total CO2 emissions, followed by producing other
non-metallic mineral products (mainly construction materials), refined petroleum products and
land transport. The ten sectors with the highest emissions presented in Table 3 produce over
60 percent of total emissions. CO2 emissions related to non-productive activities are mostly
related to use of personal vehicles of citizens and energy consumed for heating or cooling.

Direct emissions intensity dij =
Dij

Xj
is a relative indicator defined as the ratio of sectoral

emissions (in physical quantities) and gross output (measured in monetary terms). It is usually
expressed as Kg CO2 emitted by the production of output valued at 1 thousand EUR and based
on data directly observable from official statistical data sources. On average, output valued at 1
thousand EUR in Croatia generated 144 kg CO2 (in 2020), which is significantly lower compared
to 2015 when the same indicator was 171. The direct pollution intensity is the highest in
producing other non-metallic mineral products, electricity, transport, petroleum and chemical
products (Figure 1). Production processes used in those sectors require significant amounts of
energy from fossil sources, which transformation pollutes the environment. Sectors with the
best results in reducing direct CO2 emission intensity were water transport, production of coke
and refined petroleum products, mining and quarrying and production of other non-metallic
mineral products. Interestingly, because of the decrease in economic activity of domestic energy
producers, direct emission intensity per output in electricity production increased despite the
reduction in total emissions.

Figure 1: Direct emissions intensity, Kg CO2 emitted by the output valued at 1 thousand EUR.
(Source: Authors calculation based on Eurostat data on CO2 emissions and Croatian IO table.)

As presented in the methodological part of the paper, the production of final products,
besides direct, includes indirect input requirements for intermediary products. Thus, specific
sectors do not emit significant amounts of pollutants directly but could require inputs from other
sectors with much higher emissions. Thus, those sectors’ final product demand contributes to
the total carbon footprint along the supply chain. Total CO2 emissions, including direct and
indirect emissions along the supply chain, are calculated using the formula (1) and are to be
interpreted as the quantity of CO2 emitted to produce a sectoral output of 1 thousand EUR
(Figure 2). Besides the sectors mentioned above with high direct emissions, the list of important
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pollutants includes construction, fishery and operation of travel agencies that directly record
low emissions but use intermediate inputs related to higher emissions.

Figure 2: Total emissions of CO2 in Kg emitted by the output valued at 1 thousand EUR.
(Source: Authors calculation based on Eurostat data on CO2 emissions and Croatian IO table.)

Figure 3: Indirect emissions intensity, Kg CO2 emitted by the output valued 1 thousand EUR.
(Source: Authors calculation based on Eurostat data on CO2 emissions and Croatian IO table.)

Figure 3 presents the intensity of indirect emissions for the economic sectors with the high-
est indirect CO2 emissions (difference between total and direct emissions). Water transport,
electricity, and other non-metallic mineral products are sectors that, besides direct emissions,
also have significant requirements for inputs from different sectors with a high carbon footprint.
Besides those sectors where both direct and indirect emissions are high, specific sectors such as
construction, warehousing and supporting services, repair and installation of equipment, wood
industry, water supply and food industry, despite low direct emissions, through the requirements
for intermediate inputs, significantly contribute to the overall pollution.

An EEIO model is convenient for calculating the effects of final demand on sectoral CO2
emissions. To avoid double counting when calculating the national carbon footprint, sectoral
emission intensity, as presented in Figure 2, should not be multiplied by the total value of
sectoral output but by the value of the sectoral final uses. Total emissions induced by final
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demand for a particular sector are calculated using formula (2). By that approach, the emissions
of industries that deliver intermediate inputs are distributed by EEIO analysis to sectors that
produce final products. When households buy final products, such as food, it increases the
output of the food industry and the revenues in sectors producing intermediate inputs, some
of which, such as agricultural products or energy, could have high CO2 emission intensity. In
Table 4, emissions of CO2 for electricity include only emissions incorporated in final electricity
expenditures (electricity bought by households, government, and non-profit organisations). The
emissions related to the production of energy, which are used as intermediate input of another
sector (for example, the food industry), are in Table 4, distributed to the other sectors producing
the final goods and services demanded by the final consumer.

Comparing Table 3 and Table 4, one can see that approximately one-half of direct CO2
emitted by electricity producers is generated by final deliveries of (1,605 thousand tonnes in
2020, as presented by Table 4, compared to 3,290 of direct emissions presented by Table 3). The
other half of electricity emissions result from the production of intermediate inputs required
by other industries. On the contrary, the construction sector emits only 328 thousand tonnes
of CO2 directly, while total emissions related to final deliveries of construction services are
estimated at 1,636 thousand tonnes. Thus, the construction sector is responsible for the most
sizeable proportion of the total CO2 emissions. This is because of the high proportion of inputs
required from other non-metallic mineral products (mostly construction materials), transport,
and energy.

2015 2020 Index 2020/2015 Structure
2020

Constructions 1,563 1,636 104.7 9.6
Electricity, gas, steam 2,366 1,605 67.8 9.4
Land transport services, pipelines 777 956 123.0 5.6
Other non-metallic mineral products 814 801 98.4 4.7
Food, beverages and tobacco products 805 779 96.8 4.6
Products of agriculture, hunting 428 518 121.1 3.0
Wholesale trade services 451 509 112.8 3.0
Retail trade services 421 481 114.2 2.8
Coke and refined petroleum products 912 423 46.4 2.5
Chemicals and chemical products 356 374 105.1 2.2
Public administration and defence 469 335 71.4 2.0
Human health services 188 298 159.1 1.8
Accommodation and food services 391 271 69.4 1.6
Imputed rents of owner-occupied dwellings 240 263 109.6 1.5
The sum of the most important sectors 10,178 9,249 90.9 54.3
Other sectors 2,820 2,914 103.3 17.1
Total emissions induced by producers 12,999 12,163 93.6 71.4
Heating and transport of households 5,209 4,878 93.6 28.6
Total emissions 18,208 17,041 93.6 100.0

Table 4: Total emissions induced by final demand for a particular sector, CO2 in 000 tonnes,
Republic of Croatia. (Source: Authors calculation based on Eurostat data on CO2 emissions

and Croatian IO table.)

Like electricity, in the case of land transport and production of non-metallic mineral prod-
ucts, the share of emissions induced by final demand is significantly lower than the sector’s total
emissions. On the contrary, sectors such as food, beverages, tobacco products, wholesale and
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retail trade, human health services, and accommodation and food services recorded significantly
higher CO2 emissions if indirect pollution is included.

Although total emissions induced by producers decreased by 6.4 percent in the analysed
period, the increase in total emissions is estimated for construction, land transport, agriculture,
trade, chemicals and chemical products, human health services and imputed rents of owner-
occupied dwellings. The highest reduction in total emissions is found in producing coke and
refined products and electricity. In the case of the output of refined products, it is probably the
result of the decreasing production of oil derivatives because of the downsizing of the domestic
output in the Croatian company INA. Instead of two refineries, only one refinery (located
in Rijeka) is expected to be modernised. In contrast, the production of oil derivates in the
other refinery in Sisak was reduced and recently fully terminated. Reducing CO2 emissions in
electricity primarily results from promoting renewable energy plants, such as wind and solar
energy, which increase their share in the total electrical energy supply.

Total emissions could be decomposed into the individual components of the final demand
(personal consumption, government consumption, gross fixed capital formation and exports)
using formula (2). As personal consumption is the crucial component of final demand, its
carbon footprint is also the highest (Table 5). In 2020, of total emissions, 29.3 percent were
induced by the production of output delivered to households, while an additional 28.6 percent
was emitted by household energy for heating and transport. After personal consumption, the
highest contribution in total emissions is estimated for exported goods and services (19.4 percent
of total emissions in 2020), while the share of government consumption and investment is slightly
above 10 percent. In relative terms (emissions induced by 1 million EUR of expenses), pollution
intensity is the highest for exports and investments. It is the consequence of the structure of
items where the share of various manufacturing sectors is higher than that of services where
production processes are more environmentally friendly.

Component of
the final de-
mand

Emissions induced by Structure Index
2020/2015

Emissions

2015 2020 2015 2020 2015 2020
Personal con-
sumption

6,390 4,986 35.1 29.3 78.0 269.3 217.5

Government
consumption

1,158 1,726 6.4 10.1 149.0 128.0 140.0

Investment 1,829 2,151 10.0 12.6 117.6 269.5 256.1
Exports 3,621 3,301 19.9 19.4 91.1 385.6 318.5
Total emissions
induced by do-
mestic output

13,001 12,165 71.4 71.4 93.6 255.1 217.1

Heating and
transport

5,209 4,878 28.6 28.6 93.64

Total 18,208 17,041 100.0 100.0 93.59

Table 5: Total emissions induced by individual components of final demand, CO2 in 000
tonnes, Republic of Croatia. (Source: Authors calculation based on Eurostat data on CO2

emissions and Croatian IO table.)

5. Conclusion

An EEIO approach is applied in this research to allocate CO2 emissions in the Croatian economy
to components of final demand and economic sectors which deliver final goods and services.
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According to the results presented above, the production of construction materials, electricity,
transport, agriculture and construction services are responsible for the most sizable proportion
of the total CO2 emissions. Significant emission intensity in producing energy products and
transport is usually found in all previous studies for many other economies, as presented in
[2, 4, 30] and mainly include direct emissions. In the case of construction, Croatian results
align with the results for Canada [19], where indirect emissions are more important than direct
emissions. Construction services require intermediary inputs produced by sectors which emit
significant amounts of CO2: construction materials, transport, and energy. The proportion of
indirect emissions is also high in sectors such as food, beverages, tobacco products, wholesale
and retail trade, human health services, and accommodation and food services. Although
personal consumption, in absolute terms, is responsible for the highest share of CO2 emissions,
in relative terms (emissions induced by 1 million EUR of expenses), pollution intensity is higher
for exports and investments.

A decrease in the total CO2 emissions was found during the analysed period. The energy
sector and the production of refined oil products and electricity are the sectors that contribute
to overall ecological improvements. In the case of electricity, reducing CO2 emissions is a
consequence of promoting renewable sources, such as wind or solar energy. The downsizing
reduces emissions in the domestic production of oil derivatives by the INA, a leading Croatian
company in the oil industry. Contrary to the general trend, the increase in total emissions is
estimated for construction, land transport, agriculture, trade, chemicals and chemical products,
human health services and imputed rents of owner-occupied dwellings.

The results of this research can represent guidelines for green economy policymakers in cre-
ating further measures and strategies to reduce CO2 emissions not only in production sectors
with high direct CO2 emissions but also in those with a significant indirect effect on the envi-
ronment. In the case of electricity, the Croatian government, by introducing specific measures
and incentives, should further promote the transformation of energy production from fossil to
renewable energy sources, such as wind, water and solar energy. Positive examples from other
countries could be used to expand national energy capacities based on renewable sources and re-
duce imported fossil energy products [4]. As proposed in previous studies [25], policy measures
should be introduced to improve energy efficiency in other sectors where energy is an important
input. Promoting investments in modern equipment and technologies is crucial in improving
energy efficiency in manufacturing. Innovations in the industry that produce motor vehicles
and improvements in the ecological quality of fuel are critical in reducing carbon footprints in
transport [2]. In the Croatian case, where the manufacture of motor vehicles is less developed,
developing a regulatory framework favouring environmentally more efficient vehicles is more
important than regulating vehicle producers.

Besides its advantages, the methodology applied in this research has some limitations. The
disadvantage is related to the treatment of total exports as a final demand. However, a certain
proportion of exported products is intended for intermediate consumption abroad and should
be allocated to the emissions for producing final products in the importing economy. The
problem of potentially double-counting CO2 emissions could arise if multipliers are applied to
total sectoral output due to overlapping production chains of different sectors. As in previous
studies, the problem of double counting in this research is solved by the multiplication of
emission multipliers by final demand. In this way, emissions related to the production of
intermediary inputs are transferred from the original producer to the producer of the final
product.

For future research, the authors plan to apply the described approach to the comparative
analysis of CO2 emissions between European Union economies. Also, the environmental input-
output analysis framework is expected to investigate CO2 emissions embodied in international
trade.
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Abstract. Advancing green and digital transition is a key topic on Europe’s agenda, aligned with the
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1. Introduction

The transition towards a green and digital economy has become a central focus on Europe’s
agenda, reflecting global commitments such as the United Nations’ Sustainable Development
Goals (SDGs). As economies and societies strive to meet these goals, the demand for effective
upskilling tools and programs has never been more pressing. SDG 4, which emphasises quality
education, and SDG 9, which focuses on industry, innovation, and infrastructure, emphasise
the need for developing competences in digital, green, and entrepreneurial (DGE) areas, in par-
ticular. [13] raises the importance of competence frameworks in shaping the future workforce
through education and estimating the future performance of existing business operations. Sim-
ilarly, [17] in their study of sustainable entrepreneurship recognise digital technology support as
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beneficial in avoiding and exploiting the potential of environmental and social challenges. Still,
the body of knowledge addressing digital and sustainable entrepreneurship is too dispersed and
fragmented to serve as the foundation for development (ibid).

While the fourth industrial revolution era is based on digitalisation, with economic growth
and social progress depending on technological innovation, the fifth industrial revolution can be
seen as green – merging ecology, technology, sociology, science, math, and economics fields [16].
Eventually, it will lead to a more sustainable future. The role of education in this transition
is of great importance. To achieve its potential, educational practices need to be transformed
into learning on matters related to sustainable development [25] and genuine commitment to
educational paradigm change. Accordingly, existing competence frameworks brought forth by
the European Commission – DigComp, GreenComp, and EntreComp, can be valuable tools in
estimating the current situation and clarifying future paths.

This study seeks to address the gap between current educational offerings and the com-
petencies required for sustainable and innovative growth. Building on the expertise of DGE
training and support, the primary objective was to identify and rank the most effective tools
and programs available to a collaborative network of 11 partners from nine countries. The
scope of this investigation covers a diverse range of 90 tools and programs, each varying in
its approach and contribution to DGE competence development. The important questions for
businesses, individuals, education institutions and business support organisations are related to
the selection of DGE tools and programs that will enhance their (individual) competences, but
at the same time bring value to their respective organisations. These questions clearly point
to a multi-criterial problem faced by decision-makers, which is investigated in this occasion us-
ing a Multi-Criteria Decision-Making (MCDM) method as a framework for scientifically sound
decision support in an effort to effectively upskill future and existing workforce, in particular
their DGE competences.

With regards to the contribution, by systematically analyzing a diverse range of tools and
programs, the paper aims to provide a comprehensive portfolio that not only enhances individ-
ual competences but also adds significant value to organizations and educational institutions.
The contribution lies not only in the identification and ranking of these tools but also in the
establishment of a robust methodological framework that incorporates expert evaluations and
stakeholder insights. This framework is designed to facilitate the effective upskilling of the
current and future workforce, particularly in the realms of digitalization and sustainability.
Furthermore, by promoting the selected tools to relevant stakeholders and prioritizing them in
capacity-building actions, this research has the potential to drive significant advancements in
the green and digital transition across Europe. Consequently, this study not only enriches the
academic discourse on integrating multiple competence frameworks but also provides actionable
insights grounded in empirical evidence. By empowering stakeholders to make data-informed
decisions regarding the implementation of impactful tools and programs, the aim is to advance
sustainable and inclusive growth in various educational and professional sectors.

The paper is organized as follows: Section 2 provides a literature overview of DGE compe-
tences. Section 3 explains the research data and methodology. Section 4 presents the research
results, including a sensitivity analysis and discussion. Finally, Section 5 offers concluding
remarks.

2. Literature review

A relatively scarce but emerging body of literature on sustainable entrepreneurship empha-
sises the potential of digital technologies to prevent further development of threats related to
environmental and social challenges [17]. Sustainable and innovative growth depends, at least
partly, on quality entrepreneurship education and training programs. Still, a slow pace in adap-
tation to circularity and sustainability can be seen in entrepreneurship program development
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due to a need for more experience in introducing this important topic into study programs [38].
Green topics and digital technologies will play a crucial role in this transition [16], while the
complexity and importance of the subject raise the urge for a multi-dimensional approach and
solutions.

In that sense, critical terms related to the further development of the discipline are digitalisa-
tion, sustainability and entrepreneurship, whereas their interconnections should be investigated
further ([29]; [15]). [17] proposed a comprehensive framework based on a systematic literature
review that contributes to the role of business models for sustainability with the reconceptu-
alisation of digital technologies as business model actors. In this model, sustainability and
digitalisation are integrated into business operations, while outcomes are oriented toward mul-
tiple stakeholders, venture viability and value for society and the environment.

Furthermore, [18] emphasise the vulnerability of SMEs due to sustainability and digitali-
sation issues with a high level of reactive response. It can be argued that a higher level of
competences in digital, green, or entrepreneurship will lead to higher resilience of actors in
today’s fast-changing environment. Therefore, entrepreneurs and future entrepreneurs should
be able to evaluate their competences to improve them in the future and become more resilient
to crises.

According to [36], entrepreneurial competences mediate the relationship between digital
entrepreneurial education and entrepreneurial intentions. [12] noted that the promotion of
entrepreneurial skills among students might contribute to sustainable development due to the
development of entrepreneurial skills of self-consciousness and its relationship with environmen-
tal commitment. In that sense, DigComp [39], GreenComp [8] and EntreComp [6] frameworks
can be helpful tools to estimate and track the progress toward upskilling for sustainability.

There is a rise of interest in exploring these frameworks’ usefulness and operationalisation.
Still, most studies focus on a single competence framework. For example, [22] claim that
EntreComp can be addressed as a unidimensional construct which explains start-up behaviour.
[35] emphasise the urge for further support in EntreComp implementation in policy-driven
frameworks, while [6] emphasises complexity in the development of entrepreneurial competences
measurement scales, therefore, an unclear vision of what competences should be developed
through education programs.

The body of knowledge on DigComp and GreenComp implementation and effectiveness is
also limited. [14] analysed initiatives at the EU level related to digital readiness of higher ed-
ucation, emphasising challenges relatively similar to prior findings and determining the main
obstacles in developing digital skills. Although DigComp provides a structured approach in var-
ious elements of digital proficiency [7], the willingness to adopt and implement this approach
among key stakeholders is crucial for further development. [32] indicate overlap and cause-
related relationship between GreenComp and EntreComp, suggesting that GreenComp should
be seen as a part of EntreComp, while their combined usage is a precondition in the transi-
tion from system thinking to action. A combination of all frameworks in achieving necessary
competences is mandatory for sustainable entrepreneurship education and practice (ibid) in the
future.

In terms of upskilling, [3] explored the usability of DigCom in employability after finishing
education. Their findings suggest that attitudes moderate the relationship between digital
competences and employability, where diverse nature and requirements across different sectors
should be considered. GreenComp, a relatively new concept directly related to sustainability,
is least present in the current body of knowledge. [37] emphasise its flexibility to serve as a
framework for different purposes, which is why it should be widely used for educational and
business purposes.

There is a consensus that the European Commission’s competence frameworks should be-
come standard in estimating needed competences and creating appropriate training programs
accordingly. If the unified approach is adopted, it might be possible to measure, track and
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compare effects, creating a foundation for equal development toward sustainability. To follow
up on this ambition, this study seeks to find its contribution. Despite this agreement that a
holistic approach to competence frameworks is needed, ready-to-use solutions still need to be
developed. Reasons for this discrepancy can be derived from subject complexity. Namely, ac-
cording to [11] , frameworks’ competences address knowledge, skills, values and attitudes that
should be estimated from critical and transformative perspectives. They conclude that this
is only possible if competences are perceived from a learning perspective that leads to reduc-
tionism and a pragmatic approach to complex subjects. Therefore, other competences, such as
emotional management and uncertainty, should be included, with a “learning to be” perspec-
tive. The combination of multiple competence frameworks as a tool for sustainable growth can
be expected to be in the scope of researchers in the future. Furthermore, the joint effect of
technological innovation and green orientation might be crucial elements of an organisation’s
success [33], where organisations are “forced” to pursue innovation.

In addition to the analysis related to competence frameworks and various aspects of DGE-
related upskilling presented above, additional empirical studies employing MCDM in educa-
tional or sustainability contexts have been examined. Some, for example, use MCDM methods
to benchmark e-Learning tools, helping users and developers select tools with optimal features
for training and course development [21], to recommend optimal learning paths for students
and teachers to enhance educational outcomes [1]), or to identify key enablers for green en-
trepreneurship and digitalization [30].

Overall, the literature reveals a scarcity of studies that comprehensively integrate multiple
competence frameworks specifically targeting DGE-related upskilling needs across diverse con-
texts. This study addresses this gap by synthesizing multiple competence frameworks into a
unified tool designed to meet the specific needs of DGE upskilling. This comprehensive ap-
proach goes beyond existing literature, which often focuses on isolated frameworks or aspects
of competence development, by exploring and critically evaluating support tools and programs
for enhancing DGE competences among a diverse set of project partners. Through this syn-
thesis, the study not only enriches the academic discourse on integrating multiple competence
frameworks but also establishes a ranking system that applies internationally validated selec-
tion criteria to prioritize the most effective tools for upskilling. By offering actionable insights
grounded in empirical evidence, this research empowers stakeholders in their efforts to build
DGE capacities and make data-informed decisions on implementing the most impactful tools
and programs, ultimately advancing sustainable and inclusive growth in various educational
and professional sectors.

3. Data and Methodology

3.1. Data

Data collection of DGE tools/programs was based on an online questionnaire developed and
collated using Qualtrics. The questionnaire was distributed among 11 project partner institu-
tions (Interreg Central Europe Capacity2Transform), all of whom possess extensive expertise
in supporting businesses, upskilling, and delivering training programs. There were in total
30 features that merited elaboration per tool/program (including name, category, description,
length, delivery flexibility, level of the program, audience, upskilling topic addressed, learning
outcome alignment, etc.). Considering 11 professionals entered data (one per institution), two
workshops were organised by the authors of this paper, for the participants to reach a common
understanding of the purpose of the questionnaire, and the questions and to outline the over-
all process. After the workshops, data collection started in October 2023 and finished in late
December 2023.

At the data collection stage, the targeted number of tools and/or programs/modules was
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88 (as each partner had to collect at least 11 tools/programs) and the total collected number
was 90 tools/programs addressing various aspects of upskilling support to enhance DGE com-
petences. All collected tools/programs formed a comprehensive project catalogue published at
https://capacitytotransform.eu/tool/program-identification-tool/. Each tool was described in
an extensive level of quantitative and qualitative detail to capture different features for each item
(i.e. determining upskilling topics, delivery mode, learning pace, competence areas, enrolment
criteria, intellectual property rights issues etc.).

3.2. Methodology

As discussed earlier, due to the complexities of uncovering the best portfolio of tools/programs
that would meet the (international) training needs of diverse target groups, MCDM method
was identified as the most effective. Namely, MCDM methods provide an overall ranking of
alternatives, from the most preferred to the least preferred, based on a stated set of alternatives
(in this particular case 90 DGE tools/programs) and a definite number of decision-making
criteria. As the aim was to select the 15 best support tools/programs available from the newly
founded catalogue, the tool/program selection process incorporated project partners’ collective
knowledge and experience. The research model is shown in Figure 1 and each phase is described
in the following text.

Figure 1: Study’s research model (made by authors)

First, the criteria formulation process involved creating an expert group comprised of project
partners who possess extensive knowledge and experience. All project partner members’ compe-
tences were evaluated using the DGE competences self-assessment tool European Commission’s
Digital Competence Framework for Citizen [39], GreenComp: The European sustainability
competence framework [8] and EntreComp: The Entrepreneurship Competence Framework [5].
Subsequently, a focus group consisting of seven experts with the highest scores of DGE compe-
tences was organised to establish the framework and criteria for tool/program selection. Out
of 7 experts, 5 were female, 2 male, 5 had PhD diploma, 2 master diploma and in average
they had more than 13 years of experience. The 14 criteria were initially drafted by the focus
group moderator (one of the authors of the paper) based on the literature review and were
afterwards refined through focus group discussion in a workshop in late January 2024, resulting
in a finalised list of 9 criteria (Table 1).

The importance of criteria was assessed by experts as well, using group weight assessment
grading. Specifically, after the focus group, the conclusions were collated and 10 experts (3
additional were included who scored the highest in DGE competences) in total were provided
with the set criteria (C) and asked to evaluate the importance of the criteria from 1 (not
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Criteria (criteria type) References Weights
C1 Availability of recognition of learning outcomes - reliability (max) [2] 0.1089

C2 Development of multiple DGE competences areas (max) [5]; [8]; [39] 0.1080
C3 Adaptability - individual learning paces (max) [1] 0.1043

C4 Total number of competences’ development (max) [5]; [8], [39] 0.0999
C5 Level of learner support (max) [41] 0.0986

C6 Timeframe flexibility of the program (max) [31] 0.0916
C7 Program delivery mode diversity (offline/online) (max) [9] 0.0814
C8 Availability of previous users’ feedback or rating (max) [10] 0.0760

C9 Price (min) [40] 0.0524

Table 1: Consolidated list of criteria for DGE upskilling tool/program selection (ranked by weight
from highest to lowest) (Source:authors)

important) to 10 (very important). Out of 10 experts, 6 were female, 4 male, 5 had PhD
degree, 4 master degree, one bachelors degree and in average they had more than 15 years of
experience. The weights assigned to each criterion in Table 1 are derived from expert evaluations
using a scale from 1 to 10. It is important to note that these weights do not sum up to 1 or 100%
because they represent raw scores (importance of raw score discussed by e.g. [19] reflecting each
criterion’s importance rather than normalized proportions. Given that there are nine criteria,
the total score reflects this count (9) rather than requiring normalization. This method allows for
a more nuanced understanding of each criterion’s significance in assessing DGE upskilling tools
and programs. For each criterion, a criterion type is noted in brackets (min or max) showing
if the criteria are to be maximised (benefit criterion) or minimised (cost criterion). The most
important criteria for DGE tools per experts opinions are tools’ reliability and development of
multiple DGE competences areas. The least important one is tool price. The table also outlines
relevant and recent studies that were conducted in a similar context (education/training tools)
and have focused on a particular criterion; this is listed in the References column.

Out of the prominent MCDM methods, PROMETHEE (Preference Ranking Organization
Method for Enrichment of Evaluations) was pinpointed as the optimal in the given scenario
(capability to provide clear rankings and allows strict preference thresholds to be set). As a
decision-making technique, PROMETHEE helps to determine the relative rankings of the alter-
natives based on the overall preferences of experts [4]. It takes into account the criteria weights
assigned by the experts to prioritise the tools/programs accordingly and assists in converting
qualitative data into an ordinal scale. Alternative methods such as AHP were considered; how-
ever, they require normalization of scores and may not accommodate the complexity of our
criteria as effectively as PROMETHEE II. TOPSIS and VIKOR were also evaluated but were
found lacking in flexibility regarding preference functions and ranking capabilities (e.g. [23]).
PROMETHEE has been used in different fields including finance (e.g. share investments by
[24], management (e.g. supplier selection in blockchain by [26], regional tourism competitiveness
(e.g. [27] and city governance (e.g. selection of IoT platforms by [28]. In the field of educa-
tion, PROMETHEE has been applied for various purposes, for example, evaluation of school
performance [20], remote education software evaluation [41], and more recently for ChatGPT
in higher education when evaluating collaborative work alternatives [31].

4. Results and Discussion

4.1. Results

By using the PROMETHEE II method, the 15 best DGE tools/programs were then selected
based on their performance against the established criteria and their respective weights. In
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C1 C2 C3 C4 C5 C6 C7 C8 C9
Toola name/Preference Function Usual Usual Usual V-shape Usual Usual Usual Usual Usual

A1 Go Startup Master 1 2 2 20 5 1 2 4 1
A2 DoToho! 1 3 3 11 5 4 5 5 4
A3 EDIH Soc. impact ... and ESG 5 2 2 5 5 3 2 2 3
A4 Startup Ecosystem Canvas 1 3 3 30 3 4 5 1 1
A5 Google Grow tools 5 3 5 21 3 5 4 5 3
A6 Circular bus. models and knowl. base 1 2 4 8 1 3 2 1 1
A7 Co-creation Lab Method./Program 4 2 3 10 5 4 5 4 1
A8 EIC Summer School 5 2 3 10 5 2 3 3 4
A9 EDIH Digital bus. development 5 2 2 12 5 3 2 2 3
A10 ACCESS-3D printing e-learning 4 3 4 12 2 3 5 2 2
... ...

A90 Upcycling training modules 1 2 5 8 3 5 4 3 1

Table 2: Decision matrix (Source: authors)

addition to its benefits regarding the use of qualitative data, this method was chosen as each
criterion can be set with particular preference functions. In this study, authors have set, along
with the usual criterion, the V-shape criterion or criterion with linear preference for C4 along
with the p parameter – i.e. strict preference threshold. If the difference between the total
number of competences is higher than 15, there is a strict preference threshold of one tool over
the other, while if the difference between the total number of competences is lower that 15, the
preference increases linearly. There are maximum 48 competences. The aforementioned has
been done to allow us to emphasize significant differences in tool effectiveness when addressing
people’s competences. According to [34], the V-shape function is characterized by a strict
preference threshold (p-value). Along with defining the preference function, the assessment of
DGE tools was conducted, the first 10 tools and the 90th have been shown in Table 2.

C2 and C4 were measured numerically where the maximum DGE competence areas are
3 (C2) and there is a maximum of 48 competences that DGE tools/programs can address
(consisting of 21 Digital, 12 Green and 15 Entrepreneurial and forming C4). Assessment of
the DGE tools/programs per defined criteria was conducted by the authors in two phases: first
individually and then in a group decision workshop. This approach was designed to reduce
subjectivity and ensure consistency in evaluations. Authors assigned values from 1 to 5 values
for descriptive criteria, where 1 signifies “very low”, 2 “low”, 3 “medium”, 4 “high” and 5 “very
high”. For example, the timeframe flexibility of Go Startup (A1) is assessed as 1 indicating that
it is fixed term program and not flexible and therefore assessed as very low.

Utilising the PROMETHEE II method (using Decision Lab 2000 software, version 1.01.0388),
the 15 best tools were then selected based on their performance against the established criteria
and their respective weights. The positive, negative and net flow along with complete ranking
of the alternatives from the best to worst is presented in Table 3 and a short description of an
optimal case for using the selected tools/programs is given on link.

4.2. Sensitivity Analysis

To assess the robustness of our findings, a sensitivity analysis was conducted focusing on both
the weights assigned to each criterion and the V-shape criterion (C4). The weights for each
criterion were changed to weights calculated from first 7 experts (w1=0.1417, w2=0.1080,
w3=0.1283, w4=0.1289, w5=0.1248, w6=0.1124, w7=0.0955, w8=0.0902, w9=0.0703) to ob-
serve potential shifts in rankings of DGE tools/programs. Additionally, we varied the strict
preference threshold associated with the V-shape criterion (C4) to evaluate its impact on overall
rankings (by changing preference function ±20%). The PROMETHEE II method was reapplied
after each adjustment, allowing us to document if there are any significant changes in ranking
positions.

The results indicate that while several tools maintained their original rankings across differ-
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ent scenarios, notable changes were observed for certain programs. For example, SmartCulTour
Toolkit dropped from rank 3 to rank 4 when new weights were applied, indicating a relative
decrease in effectiveness compared to other tools. However, when the weight of the V-shape
criterion was decreased, it regained its rank of 3, demonstrating that its performance is more
favorable under certain weighting conditions. Conversely, the University Green Digital Hub
e-learning program experienced a significant shift, moving from rank 5 to 7 with new weights
but rising back to 5 when the V-shape criterion was increased from 15 to 18.

Tool/Program Orig.
model
pos. flow

Orig.
model
neg. flow

Orig.
model
net flow

Orig.
Rank

Rank-
new
weight

V-
shape
decr.
rank

V-
shape
incr.
rank

Google Grow tools 0.55 0.14 0.41 1 1 1 1
InnoSchool 0.56 0.16 0.40 2 2 2 2
SmartCulTour Toolkit 0.51 0.13 0.38 3 4 3 3
PoMP 0.52 0.15 0.37 4 3 4 4
University Green Digi-
tal Hub

0.53 0.20 0.33 5 7 7 5

Start Cup Veneto 2023 0.48 0.15 0.33 6 6 5 6
DIH Tourism 4.0 0.56 0.23 0.33 7 8 6 7
GoStartup Academy –
Program Company

0.52 0.19 0.33 8 5 8 8

Sustainability manage-
ment in companies

0.51 0.21 0.30 9 9 9 9

Life Cycle Assessment
basic course

0.49 0.21 0.28 10 11 11 10

GoStartup Academy –
Program Startup

0.47 0.20 0.27 11 10 10 11

SDG Identification 0.44 0.18 0.25 12 12 12 12
GostartUp - Video
Masterclass

0.45 0.22 0.23 13 13 13 13

Popri Digital Video
Course

0.42 0.19 0.23 14 14 14 14

Design Sprint 3.0 /
Problem Framing

0.52 0.19 0.21 15 15 15 15

Table 3: Original preference flows and sensitivity analysis alternative rankings (Source: authors)

These findings highlight the sensitivity of certain tools to changes in ranking criteria and
emphasize the importance of considering both weight adjustments and preference functions in
evaluating DGE tools and programs. Future analyses may benefit from further exploration of
these dynamics to enhance decision-making processes.

4.3. Discussion

Following the analysis of the results, the selection of upskilling tools/programs aimed at en-
hancing DGE competences was presented to stakeholders and, upon review and approval, pub-
lished online as its usefulness was projected to go beyond the international project partnership.
Specifically, within this exercise, each tool/program has been evaluated for its effectiveness and
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relevance, showcasing a diverse range of resources designed to support different aspects of DGE
development.

As was expected, the list contained tools that were developed for a wide number of audi-
ences, such as Google Grow Tools. This tool, ranked as number 1, stands out as a versatile
learning material with a significant focus on improving business operations. With a 45% DGE
competence rating (denoting the percentage of DGE competence areas it covers), this tool is
broadly applicable and particularly valuable for startups and small to medium-sized enterprises
(SMEs) as an accessible and cost-effective choice for those looking to boost their digital capa-
bilities sustainably. The InnoSchool Tool, ranked as number 2, with a 55% DGE competence
rating, is another tool of broad application, designed to raise awareness about social needs and
improve the abilities and entrepreneurial skills of its learners, helping to build the next gen-
eration of social entrepreneurs and innovators. Based on the unique combination of a Serious
Game, lectures, mentoring and reflection, with very positive user feedback, it succeeds in ac-
cumulating social entrepreneurship knowledge and skills. Ranked as number 3, SmartCulTour
Toolkit (53% DGE competence) is an innovative resource intended for use in Living Labs, local
communities, and policy-making contexts where stakeholder engagement is needed. The toolkit
supports inclusive and sustainable development, making it a key resource for those working to
drive sustainable projects. The analysis uncovered a portfolio of tools that are relevant to a
diverse audience, including educational institutions, businesses, policymakers, and individuals
(all relevant stakeholders within the project), seeking to enhance their DGE competences. Var-
ied formats – ranging from digital learning programs and practical toolkits to entrepreneurial
competitions – cater to project-relevant needs and international contexts. Being accessible, ef-
fective, and innovative, this tailored portfolio supports the development of crucial competences
needed to advance in the digital and green transition, one of the main aims of the actions
foreseen by the project.

Another important contribution of this study is the integrated viewpoint on the DGE compe-
tences, corresponding to the noted importance of the potential of digital technologies in address-
ing environmental and social challenges [17]. Namely, the top-ranked tools are the ones that
demonstrate how technologies can be leveraged to enhance sustainability and entrepreneurship
education, addressing more competence areas and supporting the holistic approach advocated
by [29]; this integration is crucial as it reflects the interconnectedness of digitalisation, sustain-
ability, and entrepreneurship, which are essential for achieving the SDGs, aligning well with
recommendations of [38] in a call for speedier integration of sustainability into entrepreneur-
ship programs and [32], who suggest that combining GreenComp and EntreComp is essential
for the transition from system thinking to action.

With regards to the use of the PROMETHEE II in ranking and evaluating the upskilling
tools and programs, it proved effective for building a custom-built and relevant portfolio by pro-
viding a robust basis for decision-making based on both quantitative and qualitative criteria,
ensuring a balanced and comprehensive assessment. This paper thus complements well stud-
ies (given systematically in [40] that evaluate similar educational tools and programs (using
MCDM) that enhance skills measured via well-established and complex competence frame-
works. [6] in particular emphasised the complexity of developing entrepreneurial competence
measurement scales. On that note, this study validated the usefulness of three well-known com-
petence frameworks, both in the phase of self-assessment of experts and as categories/criteria
listing competence areas that the tools/programs contribute to. The practical application
of competence frameworks such as DigComp, GreenComp, and EntreComp was highlighted,
demonstrating their effectiveness in real-world settings, supporting the work of [39], [8], and [5]
who developed these frameworks to guide competence development in DGE areas. Additionally,
the study provides practical insights into the operationalisation of these frameworks, as called
for by [22]. The multi-purpose nature of these frameworks is evident, however, as [14] noted,
the willingness to adopt and implement these frameworks among key stakeholders is crucial for
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further development.

The practical implications of this study are significant for various stakeholders, including
educational institutions, policymakers, and business support organisations. The ranked tools
and programs provide actionable insights for designing and implementing upskilling initiatives,
aligning with the recommendations of [18], who emphasise the need for higher resilience through
enhanced competences. Individuals or organisations can adopt this portfolio of tools to enhance
their curricula, policymakers can support the dissemination and adoption of these programs,
and business support organisations can develop tailored training sessions to meet the specific
needs of their clients. Also, the process outlined here in the paper can be followed to capture,
curate and reuse tools/programs for other target groups and in different competence areas.

5. Conclusion

This study addresses the need for a holistic approach to sustainable entrepreneurship upskilling
support. By using multiple competence frameworks in two distinct ways – as a competence
self-assessment tool for experts engaged in MCDM exercise and as a mechanism to identify
and categorise DGE upskilling tools/programs, the study contributes to a more comprehensive
understanding of how to effectively upskill individuals in DGE areas. By ranking the 15 most
useful DGE tools/programs for an international partnership with a diverse group of stakehold-
ers, the study provides actionable insights into which tools are most effective in enhancing DGE
competences. This ranking aids stakeholders in making informed decisions about which tools
to adopt and promote, ultimately supporting capacity-building initiatives. PROMETHEE II
was used as an effective tool for evaluating and ranking upskilling programs, ensuring also
a comprehensive assessment of each tool’s effectiveness. The practical application of compe-
tence frameworks such as DigComp, GreenComp, and EntreComp demonstrated their utility
in real-world settings. The study highlights the potential for these frameworks to guide the
development of effective upskilling programs that can be tailored to various educational and
professional contexts.

There are several challenges and limitations to this study; in particular, the reliance on
self-reported data from project partners may introduce bias, a concern echoed by [11] . Even if
workshops and focus groups were organised to reach a common understanding and consensus,
there is a need for objective and more critical perspectives in evaluating competence(s) areas.
The subjective nature of qualitative assessments could affect the reliability of the rankings.
The rapidly changing nature of digital and green technologies also means that the relevance of
the identified tools and programs evolves over time, and while the GreenComp framework is
rather novel and very flexible, as noted by [37], the DigComp is updated regularly, meaning the
selected portfolio would need review accordingly.

While this study ranks tools and programs across various criteria, it does not explicitly
assess their actual impact on learners’ competence development, highlighting a need for future
research to incorporate effectiveness data and post-implementation evaluations to provide a
more comprehensive perspective.

Future research could focus on expanding the database of upskilling tools and programs to
include more diverse geographical regions and industries, such as regions in Africa, Asia, and
Latin America as foreseen by [3]. Additionally, there is a need to explore the impact of cultural
differences on the adoption and effectiveness of these tools, whereby a study that would evaluate
the performance of these tools with different global target groups can provide deeper insights
into the relevance of this portfolio for upskilling in DGE competences.
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Abstract. Regularization machine learning (ML) methods have been increasingly applied in account-
ing research, offering new possibilities in predictive modeling. Their forte lies in the effective regu-
larization methods for resolving the biggest concern of generalization, which is the risk of overfitting
the training data. While these sophisticated methods are known to outperform traditional regression
approaches in large and balanced datasets, this may not be the case when facing imbalanced and
small datasets. Moreover, model validation is also challenging in such settings because traditional
performance measures, such as prediction accuracy, may be misleading. We address this problem by
comparing two traditional and five regularization-based methods in predicting going concern uncer-
tainty (GCU) on the sample of listed companies in Croatia. We take caution when evaluating the
models due to class-imbalanced problems and include different classification performance measures, as
well as calibration of the models to account for their uncertainty. As expected, no model performs
best across all evaluation criteria, but regularization methods are better calibrated. Given our results,
we suggest that model selection should consider the results of the model calibration, a combination of
different performance metrics, and the economic impact of the statistical performance of the model, if
feasible.
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1. Introduction

Going concern (GC) is the key assumption in financial reporting, which assumes that manage-
ment has no intention nor will be forced to terminate operations and liquidate a company’s
assets at least within the next 12 months. However, when there is substantial uncertainty
about a company’s ability to continue as a GC, an auditor should emphasize this in the audit
report. Therefore, GC emphasis in the auditor report is the result of an auditor’s prediction of
a GCU for a given company, taking into account all available information for the near future.
The auditor’s GC emphasis should be understood as an early warning sign of the potential
inability of the company to continue as a GC and not as an absolute and ongoing assurance of
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the company’s ability to withstand future shocks. Since GCU is a complex and highly judg-
mental decision with widespread consequences [8], it is interesting from the aspect of predictive
modeling.

One of the major problems when predicting GCUs (and many other interesting accounting
events, such as fraud, accounting restatement, or bankruptcy) is that they occur infrequently.
Consequently, researchers face rather imbalanced datasets and relatively small sample sizes
compared to the number of potential predictors. Building a predictive model in such circum-
stances can be a significant challenge both from the aspect of selecting important variables
and from the aspect of model evaluation and selection (i.e. choosing the final model among
a set of models). Over the years, logistic regression (LR) has become the most widely used
method to predict discrete outcomes in accounting research [20]. Likewise, LR is the most
frequently used statistical method to predict auditors’ GCU decisions [5], [21], [8]. While LR
has many attractive properties, a potential limitation from the aspect of predictive modeling is
related to variable selection. Namely, traditional variable selection methods like stepwise selec-
tion may lead to overfitting. Also, due to pre-testing bias, they may overlook some important
but insignificant predictors, leading to the loss of predictive information [16]. This limitation
is strongly emphasized when dealing with small and imbalanced datasets and when it is not
apparent whether a variable should be included in the model or not.

Recent advancements in statistical and ML algorithms offer new opportunities for variable
or feature selection and prediction problems. Shrinkage methods such as lasso (the least abso-
lute shrinkage and selection operator) are known to address some of these challenges through
regularization techniques. The attractiveness of shrinkage methods in predictive learning mod-
els is majorly based on the bias-variance tradeoff, following the general idea that prediction
accuracy can be improved by shrinking the values of the regression coefficients or setting some
coefficients to zero [16], [17]. However, the shrinkage does not necessarily lead to better pre-
dictive performance, particularly with small sample sizes. Moreover, when the sample size is
small, it may be even advisable not to build a prediction model [28]. Given these concerns, we
question if sophisticated statistical and ML algorithms that have been increasingly applied in
accounting research [6], [14], [20] can outperform traditional statistical methods in predictive
modeling of rare classes.

To answer this question, we illustratively use auditors’ GCU predictions from a sample
of companies listed in Croatia over ten years. Our dataset can be described as small and
moderately imbalanced. In order to build competing models, we define 25 plausible covariates.
We focus on predictors that can be easily calculated from publicly available financial statements
and are commonly used to evaluate a GCU (see for example Cyhe Koh et al., 2004; Martens et
al., 2008; Yeh et al., 2014; Goo et al., 2016 studies [9], [21], [31], [15]). In addition to financial
indicators, we use three audit-related indicators: type of auditor (Big Four auditors or others),
type of audit opinion (unmodified audit opinion or modified audit opinion), and change of
auditor (a company has changed auditor or not). Since they do not apply any regularization,
we use conventional LR with stepwise variable selection (LRsw) and a full set of predictors
(LRfull) as the reference methods. Finally, we compare the predictive performance of standard
LR models with five regularization-based models (lasso, adaptive lasso, plugin lasso, ridge, and
elastic net) to assess the predictive performance of the models. Given that our sample size is
relatively small and that some covariates are highly correlated, there is a substantial chance of
overfitting.

An additional problem arises when evaluating models with unequally distributed dichoto-
mous outcomes. Commonly used model evaluation metrics such as prediction accuracy, an
overall error rate, or a proportion of correctly (miss)classified samples might be misleading as
they favor classifiers that accurately predict the majority class [7]. On the other hand, class
balancing by applying different sampling techniques to overcome imbalanced data structure is
problematic because it makes the number of minority and majority classes predetermined and
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not random [7]. To overcome this problem, we use a wide range of classification metrics and
calibration belts to evaluate the competing models’ predictive power comprehensively.

In a way, our research extends Bertomeu’s (2020) and Krupa and Minutti-Mezza’s (2022)
studies ([6], [20]), which provide guidance on conducting accounting-related research involv-
ing models that predict discrete outcomes using traditional and ML algorithms. However, we
focus on methodological challenges related to prediction modeling and valuation when facing
imbalanced and small datasets. Our results indicate that while nowadays it is fashionable to
construct different models using sophisticated statistical and ML methods to predict impor-
tant accounting outcomes, more effort should be put into discussing how and why such models
work or what underlying issues they address [29]. Different research design choices (variables
selection, splitting methods, sampling strategies, model evaluation metrics, etc.) may obscure
the comparison between the alternative prediction models. For example, when evaluating GCU
predictive models, researchers usually report only a few classification measures, mainly predic-
tion accuracy, ROC area, Type I and Type II errors, precision and recall rates [9], [21], [31],
[15], [18], [23], [24]. Krupa and Minutti-Mezza [20] report similar findings for other mainstream
accounting research on predictive modeling. In addition, studies that predict dichotomous ac-
counting events rarely (if any) assess the calibration of the outcome models. We find this
important as our results indicate that when predicting infrequent outcomes, no model performs
best across all evaluation criteria, or moreover, several models perform about equally well using
different algorithms and selecting different variables. Consequently, we may easily select the
poorly calibrated model even when considering class-imbalance-adjusted performance measures.

The paper proceeds as follows. Section 2 compares traditional classification methods vs.
regularization-based ML methods. Section 3 describes research procedures and the sample
characteristics, while section 4 presents research findings. Section 5 concludes with a discussion
of the results, limitations of our approach, and potential implications for future research.

2. Traditional vs. regularization methods

2.1. Variable selection

Over the years, LR has become a popular prediction model in accounting because it produces
a linear combination of the variables with weights and confidence intervals for the weights that
clearly show how the predictors affect the outcome variable. However, when the sample size is
small or imbalanced, traditional classification methods could produce overfitted and unstable
models, making model selection problematic. Namely, a stepwise regression approach to variable
selection suffers from overfitting and pretesting biases [1], [16].

Therefore, regularization has become the cornerstone of modern statistics. The major benefit
of regularization or shrinkage methods is that they can accommodate large predictor models
(usually under the assumption of sparsity) and rely on tuning parameters. Regularization
methods solve an optimization problem using two terms: fit measure (e.g. deviance ratio
as a value of loss function) and penalty term (regularization parameter), also called tuning
parameter. The term is included to penalize the complexity of the model. The lasso algorithm
penalizes the absolute size of coefficients (L1 or lasso regularization), the ridge penalizes the
sum of squared coefficients (L1 or ridge regularization), while the elastic net applies a mix of
lasso and ridge-type penalties [1]. Therefore, contrary to the lasso which yields sparse solutions
by setting some coefficient estimates precisely equal to zero, the ridge method preserves all
predictors in the model [2]. Lasso commonly selects penalty term through cross-validation
(CV), the adaptive and plugin methods. Adaptive lasso uses adaptive penalty weights for the
lasso penalty term (L1) to achieve the oracle properties of the estimators [32]. Plugin lasso
iteratively calculates the smallest penalty term that is large enough to dominate the estimation
error in the coefficients. While plugin includes covariates in the model that best approximates
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the data, it risks missing some covariates with large coefficients and finding only some with small
coefficients [3], [4]. Since the estimates’ magnitudes are somewhat restricted, the regularized
regression estimator will tend to have a smaller variance than traditional regression methods.
Consequently, they may deliver an overall more accurate prediction, particularly in the presence
of small samples [27]. Regularization methods also include nonlinear terms and interactions
among the predictors without explicitly specifying them [20]. Furthermore, due to their low
variance, they are immune to multicollinearity and robust to high-dimensional settings (i.e. the
course of dimensionality).

On the other hand, regularization methods trade-off between estimator bias and variance
so that they may underestimate, to some extent, the population parameters and fail to capture
essential regularities in the training data. Another problem could arise if regularization is
applied to domains in which sparsity is not a plausible assumption, and this is particularly
questionable when the sample size is small relative to the number of the model’s parameters
[13]. While ridge regression shrinks the coefficients of correlated predictors towards each other,
lasso tends to select one of them somewhat arbitrarily, so one may erroneously conclude that
the selected covariate is essential, even though other more important covariate may be left out.

The recent success of some overparametrized models (e.g. neural networks) also indicated
that in some cases, very complex models predict better [11] [13] [30]. However, such complex
models are hard to interpret and tend to be unstable, so simple, easily interpretable models like
LR might often perform just as efficiently as complex ML models [13]. Most importantly, when
using regularization methods to develop prediction models on small samples or when having
a larger number of potential predictors relative to the number of minority classes, researchers
advise more caution and call for more research investigating the impact of specific combinations
of shrinkage and tuning methods [26], [28].

2.2. Evaluation of the prediction models’ performance

Successful ML training approaches often rely on sufficiently large and balanced data. However,
many important real-world events generate only imbalanced, small data sets and pose problems
for both traditional and sophisticated statistical or ML algorithms. Commonly used model
evaluation criteria such as accuracy, ROC, or ROC AUC metrics can be misleading in this case
since statistical and ML models are generally designed around the assumption of balanced class
distribution. The high accuracy of such models might reveal more about the underlying dis-
tribution of classes than about actual model performance. In a situation like GCU prediction,
where false negatives (FN) incur greater cost than false positives (FP), imbalance may lead
to adverse consequences. Nevertheless, adding a specific cost-sensitive model to the training
data may induce bias in the model if the true error cost of the minority class differs from that
of the training data [29]. Also, frequently used sampling techniques (matched sample designs,
oversampling the minority class or undersampling the majority class) on training samples are
not a preferable solution to the class imbalance problem as they alter the relationship between
majority and minority classes, which may affect the incidence [7], [21]. Therefore, the critical
issue when evaluating alternative prediction models is the choice of an appropriate performance
measure. However, finding the most appropriate and meaningful evaluation metrics for im-
balanced data is not achievable without having accurate cost information which could utilize
cost-sensitive learning to produce an accurate classifier [29].

To overcome this problem, we use different discrimination and classification metrics to se-
lect the model that yields good results over a wide variety of assumptions. In addition to the
ROC curve that is commonly used to evaluate the performance of prediction models, we use
the precision-recall curve that is better suited for imbalanced datasets [10], as well as different
metrics derived from the confusion matrix. Using the confusion matrix, we calculate typical
performance measures (accuracy, recall or sensitivity, specificity, precision or positive predicted
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values and negative predicted value) and several imbalance-adjusted measures (Balanced ac-
curacy, F-measure, Geometric mean and Matthew’s Correlation Coefficient). However, even
when the model has good discrimination, the estimated risks can be unreliable if the model is
poorly calibrated [28]. Therefore, we use calibration belts to examine the relationship between
estimated probabilities and observed outcome rates.

3. Procedure and sample description

To address our research question, we use hand-collected data from financial statements and
related audit reports of Croatian listed companies, excluding companies in the financial sector.
The sample period covers ten years, from 2009 to 2018. After controlling for the missing
data, the initial sample of 929 company-year observations is reduced to 891 company-year
observations. For this analysis, we use all years affected by the GCU as our positive classes, so
the proportion of positive classes (GCUs) is 18.52%. We define 22 financial and three audit-
related variables as possible and commonly used GCU predictors (see Appendix A for variable
description and descriptive statistics, available at: Appendix.pdf ). We use Stata 18 software
for our analyses.

Since our main objective is to compare the performance of traditional LR and regularization
prediction models when classes are not equally represented in the dataset, we do not use a pre-
specified model nor focus on any specific variable as a potential determinant of GCU by trying
to answer whether it reflects an independent mechanism of the outcome. Rather, we focus on
assessing the performance of example models when variable selection is used to specify a model
using a variety of classification measures and calibrations. Namely, we apply different types of
regularization (lasso, adaptive lasso, plugin lasso, elastic net, and ridge regression) to develop
prediction models. We use penalized coefficients estimated on the training dataset to make
predictions for regularization methods and unpenalized coefficients estimated on the training
dataset to make predictions for traditional LR models. Traditional LR models are developed
using stepwise selection (LRsw) and a full set of predictors (LRfull) to understand better the
risk of overfitting on model performance. Because there is a certain trade-off between using
fewer data to train (i.e. parameters will have greater variance) and using fewer data to test
models (i.e. performance statistics will have greater variance), researchers can use different
sample split strategies (for example see Kalinic Milicevic and Marasovic [19]). Therefore, we
first assign 2/3 of the sample to the training and 1/3 to the test sample (67:33% sample split).
Alternatively, we use an 80:20% sample split as a robustness check. We also set the random-
number seed option so that we can reproduce our results.

In the case of ML algorithms, the training sample also uses sample split referred to as the
"k-fold cross-validation" where the dataset is divided into k equally sized subsets. One subset
is chosen to be the validation set and the remaining k-1 folds are used to train the model. The
validation set is then evaluated with a performance metric such as the deviance ratio. This
method is repeated k times so that each subset acts as a validation set exactly once. The
performance metric is then averaged across all k iterations to give an estimated performance
for the model [12]. Table 1 presents the list of predictors selected by shrinkage methods.

As expected, the results from Table 1 show that the plugin produces the most parsimonious
model (only four predictors). The most important variables selected by the plugin are profit/loss
indicator (x17 ), working capital ratio (x04 ), return on equity (x15 ), and leverage ratio (x05 ).
Lasso selected ten predictors; adaptive lasso selected nine, and elastic net selected 13 predictors,
which is the same number of predictors selected by the stepwise method (LRsw) (untabulated).

The results of an alternative sample split can be found in Appendix B (available at: Ap-
pendix.pdf).
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Variable lasso adaptive plugin elastic net ridge
cons x x x x x
x17 x x x x x
x04 x x x x x
x24 x x x x
x15 x x x x x
x12 x x x x
x05 x x x x x
x21 x x x x
x18 x x x x
x16 x x x x
x10 x x x
x14 x x
x13 x x
x19 x x
x20 x
x07 x
x23 x
x02 x
x11 x
x01 x
x25 x
x03 x
x09 x
x06 x
x22 x
x08 x

Table 1: Standardized coefficients sorted

4. Results

We evaluate the performance of the two traditional LR and five regularization-based GCU
prediction models on the hold-out sample using several metrics. We start our analysis by
comparing deviance (D) and deviance ratio (D2) goodness-of-fit statistics, principally used for
generalized linear models (GLM). Smaller D and larger D2 indicate a better model (Table 2).

When looking at the test sample results, D2 shows that ridge regression performs as the best
model and as the most robust model relative to the alternative sample split strategy. We can
notice that a simpler model with stepwise selection (LRsw) performs better on the test sample
data than the model without variable selection (LRfull).We can also notice that traditional LR
models generally perform better than regularization models on the training sample. In contrast,
regularization models perform as effectively or slightly better than traditional LR models on
the test samples. This is expected since traditional estimation methods are based on optimizing
the estimated model’s in-sample fit without any regularization to optimize the out-of-sample
fit. However, plugin lasso performs as the worst model. As already explained, the plugin is
a rigorous lasso that tends to favor very parsimonious models by selecting the covariates that
best approximate the data but also runs the risk of missing some important covariates.

Given that in the test sample deviance ratio is the same or similar for alternative models
(e.g. LRsw and adaptive lasso or lasso and elastic net), we can conclude that the importance
of selected predictors can vary between the models having about the same D2.
While we can opt for a simpler prediction model in this case, the question remains whether
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Model Sample Deviance Deviance ratio
LRSW 1 0.639 0.340

LRFULL 1 0.614 0.365
lasso 1 0.693 0.284

adaptive 1 0.656 0.322
plugin 1 0.826 0.147

elastic net 1 0.696 0.281
ridge 1 0.715 0.261

LRSW 2 0.712 0.241
LRFULL 2 0.747 0.204

lasso 2 0.707 0.247
adaptive 2 0.712 0.241
plugin 2 0.795 0.153

elastic net 2 0.706 0.247
ridge 2 0.702 0.251

Table 2: Goodness of fit (Deviance ratio)

Notes: Sample 1 is a training sample n=594 and Sample 2 is a test sample n=297. The
highest D2 values in the test sample are in bold.

those models are equally good in prediction accuracy and stability.
In order to evaluate the classification performance of alternative models, we use results

obtained from a confusion matrix. Confusion matrix commonly uses a 50% decision threshold
so that all values equal or greater than the threshold are assigned to one class and all other
values to another. Using the information provided by the confusion matrix, we calculate some
commonly used and several imbalance-adjusted classification metrics (Appendix C provides a
detailed description of each measure used, available at: Appendix.pdf).

Evaluation metrics LRSW LRFULL Lasso Adaptive Plugin Elastic Net Ridge
Accuracy (%) 87.2 86.5 86.2 87.2 82.5 86.2 86.2
Recall (%) 43.4 47.2 30.2 45.3 3.8 30.2 28.3
Specificity (%) 96.7 95.1 98.4 96.3 99.6 98.4 98.8
Precision (%) 74.2 67.6 80.0 72.7 66.7 80.0 83.3
NPV (%) 88.7 89.2 86.6 89.0 82.7 86.6 86.4
F-measure 0.55 0.56 0.44 0.56 0.07 0.44 0.42
F-adjusted 0.65 0.62 0.60 0.65 0.15 0.60 0.60
BA 0.70 0.71 0.64 0.71 0.52 0.64 0.64
MCC 0.50 0.49 0.44 0.51 0.13 0.44 0.43
GM 0.65 0.67 0.54 0.66 0.19 0.54 0.53

Table 3: Confusion matrix (test sample results)

Notes: The highest values of each evaluation metric are in bold.

Table 3 shows that all models achieve overall accuracy above 82.5 % (the bottom value is for
the plugin) but not higher than 87.2% (LRsw and adaptive). Although no model outperforms
other models across all metrics when looking at the overall number of the highest values of
specified evaluation metrics, LRfull, and adaptive lasso seem to perform as the best models. All
classifiers perform quite similarly concerning accuracy, specificity, and negative predicted value
(NPV).

The difference between classifiers is more pronounced when observing precision or positive
predicted value (PPV) and recall or true predicted value (TPR). Those metrics are commonly
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used to improve the process of model evaluation when dealing with imbalanced data. However,
there is an inevitable trade-off between those two measures. As the ability of a model to find all
GCU classes increases, the ability of a model to identify only GCUs decreases. We can notice
that TPRs are relatively small for all models, never greater than 50%, and extremely low for
plugin lasso (3.8%). This also means that false negative rates (FNRs) or type II errors are
high (FNR=1-Recall). While traditional LRfull (47.2 %) and adaptive lasso (45.3%) have the
highest recall, ridge regression has the greatest precision (83.7%).

However, when looking at selected imbalance-adjusted metrics (F-measure, Balanced accu-
racy, Geometric mean and Matthew’s Correlation Coefficient), adaptive lasso performs slightly
better than LRfull. Therefore, based on calculated classification metrics, regularization models
have no clear advantage over traditional LR models.

Beside classification metrics based on nominal class prediction using a given threshold (in
our case, standard 50%) threshold), we use two probabilistic classification metrics (ROC and
precision-recall curve) that plot values for all possible thresholds. ROC analysis and AUC ROC
are most commonly used to evaluate predictive performance [10]. ROC visualizes a nonlinear
trade-off between TPR (recall or sensitivity) and FPR (1-specificity) values, and AUC summa-
rizes this information into a single number, which facilitates model comparison when there is not
a dominating ROC [30]. Table 4 shows the results of the ROC/AUC analysis for the test sample.

Model AUC SE 95%-CI Lower 95%-CI Upper
LRSW 0.8370 0.0317 0.7749 0.8991
LRFULL 0.8378 0.0314 0.7763 0.8994
lasso 0.8337 0.0314 0.7722 0.8952
adaptive 0.8422 0.0309 0.7816 0.9028
plugin 0.8166 0.0326 0.7527 0.8804
elastic net 0.8349 0.0313 0.7735 0.8963
ridge 0.8398 0.0326 0.7760 0.9037
Ha: At least one classifier has a different AUC value
χ2 = 4.60, p = 0.5961

Table 4: Area under the ROC

Notes: The highest values of AUC ROC are in bold.

The results again favor the adaptive lasso. Adaptive lasso has the highest AUC value (84%),
while plugin lasso, again, has the lowest value (82%). However, the difference between the AUC
values of the models in the test sample is not statistically significant (Table 4).

While AUC ROC is a popular metric, it can be inflated in the presence of class skew. There-
fore, we compare the models’ area under the precision-recall curve. In addition, this metric may
be preferable if we are more concerned about the number of false negatives [10], which is the case
for GCU prediction. Table 5 shows the values of precision-recall (PR) AUC. The results show
that PR AUC values in test samples for different classifiers and under different sample split
strategies (see Appendix B, available at: Appendix.pdf) are approximately the same. Again,
there is no straightforward evidence that simpler or penalized models perform noticeably better
than traditional unpenalized and overparametrized models.

Finally, we use calibration belts to examine the relationship between test sample estimated
probabilities and observed GCU rates. Calibration gives insight into model uncertainty by
adjusting the probability distribution to better match the expected distribution observed in the
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Model PR AUC
LRsw 0.5988
LRFULL 0.5805
lasso 0.5771
adaptive 0.5932
plugin 0.5623
elastic net 0.5789
ridge 0.6014

Table 5: Area under the Precision-recall curve

Notes: The highest values of AUC ROC are in bold.

Figure 1: LRsw Figure 2: LRfull

data. Calibrated predictions imply that among those observations assigned a predicted rate of,
for example, 0.10 for a GCU, the actual GCU does occur at a 10% rate. We present calibration
belts using “calibrationbelt” command in Stata, which implements the calibration belt and its
associated test (see: Nattino et al., 2017 [22]). Figures from 1 to 7 show calibration belts for
estimated models on the test sample and corresponding test statistics of the deviations from
the line of perfect calibration.

As can be noticed from Figures 1-7, only a few models (lasso, elastic net and ridge regression)
showed satisfactory external calibration in the test sample. Because they are well-calibrated,
the predictions of those models have greater economic significance.
Overall, our results indicate that, without considering calibration results, we would not see
a clear cut between the traditional and sophisticated regularization models’ performance and
might choose an unstable predictive model. For example, while classification metrics favor
adaptive lasso and LRfull GCU models, even after taking into account imbalance-adjusted

Figure 3: LASSO CV Figure 4: ADAPTIVE LASSO
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Figure 5: PLUGIN LASSO Figure 6: ELASTIC NET

Figure 7: RIDGE REGRESSION

classification metrics, they may significantly underestimate small risks and/or overestimate
high risks. In this regard, calibration aims to prevent predicted risks from being too extreme
and makes the predictive model more relevant. Finally, we used an alternative sample split
(80:20%) to train the models with more data. Our results are robust to alternative sample split
decisions (see Appendix B, available at:Appendix.pdf).

5. Summary and Conclusion

Although research on different default prediction models has been around for quite a long time,
new technologies and big data have opened the door for the implementation of more advanced
and powerful prediction models. However, choosing the proper risk prediction model based on
imbalanced datasets is rather challenging, even for sophisticated ML methods. Such datasets
can cause traditional, as well as sophisticated classification algorithms to have a biased decision
boundary. Our results show that the traditional, unregularized, and likely overfitted models
(LRsw and LRfull) may perform as well as sophisticated regularization models (lasso, adaptive
lasso, plugin lasso, elastic net and ridge regression) in terms of their classification properties
when facing imbalanced datasets. However, we find that the models with the highest per-
formance accuracy (adaptive and LRfull) are not well-calibrated by default, therefore lacking
sufficient confidence in their GCU predictions. This implies that predictive model evaluation
should be carried out carefully, preferably over the range of classification and calibration metrics
and, if possible, taking into account the costs of prediction errors. While previous studies on
GCU prediction have investigated a wide variety of financial and non-financial predictors using
different approaches to variable selection, different sample splitting and selection methodologies,
different model evaluation criteria, little or no attention, to the authors’ best knowledge, has
been given on assessing models’ uncertainty. Our results show that the final decision in model
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selection should consider the model calibration results and a combination of different classifica-
tion performance metrics. Further efforts could be made to explore potential heterogeneity and
more profoundly investigate the generalizability of model performance. For example, instead of
focusing on undersampling, oversampling or different sample matching techniques, researchers
using sample sizes that are large enough (which is our limitation) could instead focus on poten-
tially interesting subdomains (e.g. companies with indications of poor financial performance)
without trying to remove imbalance via sampling methods artificially.
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Abstract. Inverse data envelopment analysis (IDEA) estimates the inputs/outputs of each decision-
making unit (DMU) based on the perturbations in the outputs/inputs while maintaining relative ef-
ficiency. When the cost of inputs or the price of outputs is available, it is possible to calculate cost,
revenue, and profit efficiencies. This study develops an inverse network DEA that includes uncon-
trollable measures. For this purpose, models are presented for calculating relative, cost, and revenue
efficiencies. Then, an algorithm is proposed to estimate the inputs of the first stage, considering un-
changed technical and cost efficiencies. Also, an algorithm is presented to estimate the outputs of the
second stage, considering unchanged output-oriented technical efficiency and revenue efficiency. Then,
the introduced algorithms are applied to a numerical example and a dataset related to salmon farming,
obtaining logical results. Finally, the proposed method is compared with one of the existing methods,
and their differences are discussed.
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1. Introduction

Data envelopment analysis (DEA), first presented by Charnes et al. [5], is a technique for
the relative efficiency calculation of decision-making units (DMUs). However, the inverse DEA
(IDEA) is an approach to estimate the performance indicators (inputs and outputs) of indi-
vidual units by perturbing other measures (outputs and inputs) while maintaining the unit’s
efficiency [21]. Yan et al. [23] further explored IDEA models by incorporating conic constraints.
Subsequently, Jahanshahloo et al. [13] extended the technique provided by Yan et al. [23], uti-
lizing IDEA to assess the output levels of a DMU under increased inputs or improved efficiency.
Hadi-Vencheh and Foroughi [11] rendered a technique that involved simultaneous increases in
certain inputs (outputs) while decreasing others.

Researchers can analyze the performance of individual units in terms of cost, revenue, or
profit when input and output prices are known. The main models for assessing cost efficiency
(CE) and revenue efficiency (RE) focus on minimizing costs and maximizing revenue. Addi-
tional models have been introduced to calculate maximum profit and determine profit efficiency.
Fare et al. [7] introduced a linear programming model to estimate the cost, revenue, and profit
efficiencies of DMUs. Tone [20] proposed an alternative approach for the cost, revenue, and
profit efficiency evaluation considering different prices for inputs and outputs. Sahoo et al.
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[17] suggested a directional distance function method to evaluate cost, revenue, and profit ef-
ficiencies. Ghiyasi [10] developed an IDEA model for situations where price information was
available, proposing models to estimate inputs and outputs while maintaining technical and cost
(or revenue) efficiencies. Asadi et al. [2] introduced an IDEA approach based on non-convex
cost efficiency. Soleimani Chamkhorami et al. [19] determined the minimum required changes
in inputs for perturbing outputs so that the cost efficiency of the evaluated unit remained un-
changed. In their research, Fathi and Izadikhah [9] and Khoshfetrat and Ghiyasi [15] examined
the issue of resource allocation when non-discretionary inputs were present using radial IDEA
models. Jahani Sayyad Noveiri et al. [12] introduced non-radial DEA-based models to evalu-
ate the efficiency and output variations of Iranian restaurants, incorporating non-discretionary
measures.

Neglecting the internal structure of processes and treating systems as black boxes can lead
to inaccurate performance evaluations. Internal processes can significantly affect performance,
which is why researchers such as Fare and Grosskopf [6] introduced the concept of network
structure for DMUs in DEA. Subsequent methods, such as those developed by Kao and Hwang
[14] and Wu et al. [22], have sought to assess the efficiency of two-stage networks. Recent
studies, including Lozano’s approach [16], have focused on analyzing the cost efficiency of
two-stage processes considering intermediate factors. Banihashemi and Tohidi [4] used a slacks-
based model to determine the cost, revenue, and profit efficiencies of network structures based
on input and output price vectors, also extending their analysis to supply chain networks [3].
Shiri et al. [18] applied the IDEA concept to calculate cost and revenue efficiencies in two-
stage structures while expanding Ghiyasi’s method for two-stage networks. Despite the efforts
made to estimate performance indicators in the presence of uncontrollable measures, changes in
performance measures related to network processes with uncontrollable indexes and price data
have not been investigated.

Therefore, this study considers each DMU as a two-stage network, which includes uncontrol-
lable inputs in the second stage. Given that the price of inputs of the first stage (initial input)
and outputs of the second stage (final output) are available, models are presented to calculate
the relative and cost efficiencies. Then, the inputs of the first stage are estimated using the
generalized IDEA by perturbing the final outputs so that the technical and cost efficiencies
remain unchanged. Using another presented model by perturbing the inputs of the first stage,
final outputs are estimated while maintaining technical and revenue efficiencies. The proposed
algorithms are then applied to a numerical example and a dataset related to 17 salmon farms
in five western provinces of Iran. Moreover, the proposed method is compared with one of the
existing methods.

Section 2 presents methods to estimate the performance measures of network systems with
uncontrollable inputs and price information. Datasets are presented in Section 3 to demonstrate
the introduced approach. Finally, Section 4 is allocated to the results and suggestions.

2. Inverse cost and revenue efficiencies for networks with uncontrol-
lable inputs

Suppose there are n DMUs, where each unit has a two-stage network structure with uncon-
trollable inputs in the second stage. That is, DMUo is in the form shown in Figure 1: Here,
xio, (i = 1, 2, ...,m) and zko, (k = 1, 2, ..., t) are the inputs of the first stage and the interme-
diate measures, respectively. The index zko is considered the output of the first stage and the
input of the second stage. In the second stage, dlo, (l = 1, 2, ..., g) and yro, (r = 1, 2, ..., s) show
uncontrollable inputs and the final outputs, respectively.
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Figure 1: The two-stage network structure.

Accordingly, the technical efficiency can be obtained from the following model:

θ = min θo

s.t.
∑n

j=1 λjxij ≤ θoxio, i = 1, . . . ,m,∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t,∑n
j=1 µjdlj = dlo, l = 1, . . . , g,∑n
j=1 µjyrj ≥ yro, r = 1, . . . , s,

λj , µj ≥ 0, j = 1, . . . , n.

(1)

Suppose (θ∗, λ∗, µ∗) is the optimal solution for model (1), with θ∗ indicating the technical
efficiency of DMUo. If θ∗ = 1, then DMUo is efficient; otherwise, it is inefficient. If the cost or
price of the inputs of the first stage is available, the cost efficiency for DMUo can be obtained.
Let c ∈ Rm be the cost or price of the inputs of the first stage. The minimum cost related to
DMUo is calculated using the following model:

min

m∑
i=1

cixi

s.t.
∑n

j=1 λjxij ≤ xi, i = 1, . . . ,m,∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t,∑n
j=1 µjdlj = dlo, l = 1, . . . , g,∑n
j=1 µjyrj ≥ yro, r = 1, . . . , s,

λj , µj ≥ 0, j = 1, . . . , n,

xi ≥ 0, i = 1, . . . ,m.

(2)

Definition 1. Suppose (x
∗
, λ∗, µ∗) is the optimal solution of model (2). The cost efficiency

is defined as the ratio of the minimum cost (ctx∗) to the actual cost of DMUo (ctxo), i.e.,

CEo =
ctx∗

ctxo
=

∑m
i=1 cix

∗
i∑m

i=1 cixio
(3)

2.1. Minimum inverse cost for two-stage networks with uncontrollable
inputs

If the prices of the inputs related to the first stage are available, they can also be used in IDEA
models. Now suppose that in two-stage networks, where uncontrollable inputs are presented
in the second stage, the final outputs of the second stage are perturbed from the level yo to
yo + ho. The following multi-objective model is proposed to estimate the inputs of the first
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stage for this perturbation, considering unchanged technical and cost efficiencies:

min

m∑
i=1

cix̄i

min (α1, α2, . . . , αm)

s.t.
∑n

j=1 λjxij ≤ x̄i, i = 1, . . . ,m (4.1),∑n
j=1 λjxij ≤ θ∗oαi, i = 1, . . . ,m (4.2),∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t (4.3),∑n
j=1 µjdlj = dlo, l = 1, . . . , g (4.4),∑n
j=1 µjyrj ≥ yro + hro, r = 1, . . . , s (4.5),∑m
i=1 cix̄i = CEo

∑m
i=1 ciαi (4.6),

λj , µj ≥ 0, j = 1, . . . , n,

x̄i, αi ≥ 0, i = 1, . . . ,m.

(4)

According to the statement (4.6), we have:

min

m∑
i=1

cixi = minCEo

m∑
i=1

ciαi

Because the cost efficiency CEo calculated using equation (3) is a numerical value, it is sufficient
to calculate min

∑m
i=1 ciαi. In this way, the multi-objective model (4) becomes as the following

linear programming (LP) model:

min

m∑
i=1

ciαi

s.t.
∑n

j=1 λjxij ≤ x̄i, i = 1, . . . ,m (5.1)∑n
j=1 λjxij ≤ θ∗oαi, i = 1, . . . ,m (5.2)∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t (5.3)∑n
j=1 µjdlj = dlo, l = 1, . . . , g (5.4)∑n
j=1 µjyrj ≥ yro + hro, r = 1, . . . , s (5.5)∑m
i=1 cix̄i = CEo

∑m
i=1 ciαi (5.6)

λj , µj ≥ 0, j = 1, . . . , n

x̄i, αi ≥ 0, i = 1, . . . ,m

(5)

Here, CEo is the cost efficiency calculated using Eq. (3).
Definition 2. Let (λ, µ, α, x) is a feasible solution for model (5). (λ, µ, α, x) is a weak

efficient solution of model (5) if there is no feasible solution (λ′, µ′, α′, x′) such that α′
i ≤ αi (∀i).

Theorem 1. Suppose DMUo is a two-stage network with uncontrollable inputs in the second
stage. Let θ∗o be the optimal objective of model (1). If (λ, µ, α, x) is the weak efficiency solution
for model (5), then the technical and cost efficiencies of DMUo remain unchanged.
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Proof. Consider the following problem:

min θ̄

s.t.
∑n

j=1 λjxij ≤ θ̄αi, i = 1, . . . ,m∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t∑n
j=1 µjdlj = dlo, l = 1, . . . , g∑n
j=1 µjyrj ≥ yro + hro, r = 1, . . . , s

λj , µj ≥ 0, j = 1, . . . , n

(6)

Suppose θ
∗

is the optimal objective value of model (6), It is necessary to show that θ
∗
= θ∗o .

Because (λ, µ, α, x) is a weak efficiency solution for model (5), it applies to all constraints of
model (5), including the following conditions:∑n

j=1 λjxij ≤ θ∗oαi, ∀i,∑n
j=1(λj − µj)zkj ≥ 0, ∀k,∑n
j=1 µjdlj = dlo, ∀l,∑n
j=1 µjyrj ≥ yro + hro, ∀r.

As a result, (λ , µ , θ∗o) is a feasible solution to problem (6), so θ
∗ ≤ θ∗o (Eqs. (5.1) and (5.6)

of model (5) are also established). Now it is enough to show that θ
∗ ≮ θ∗o . Suppose θ

∗
< θ∗o ,

then it can be assumed θ
∗
= kθ∗o that 0 < k < 1. Thus, according to the first constraint of

problem (6), we have: ∑n
j=1 λjxij ≤ kθ∗oαi, ∀i,∑n
j=1(λj − µj)zkj ≥ 0, ∀k,∑n
j=1 µjdlj = dlo, ∀l,∑n
j=1 µjyrj ≥ yro + hro, ∀r.

As a result, (λ, µ, kα, x) is a feasible solution for model (5) that 0 < k < 1, which contradicts
the weak efficient solution of (λ, µ, α, x) for model (5). Hence, θ

∗ ≮ θ∗o leads to θ
∗
= θ∗o . That

is, technical efficiency does not change.
For cost efficiency, according to the constraint (5.6) of model (5), we have

∑m
i=1 cixi =

CEo

∑m
i=1 ciαi that leads to

∑m
i=1 cixi∑m
i=1 ciαi

= CEo, where CEo is the cost efficiency related to
DMUo. By perturbing the final output from the level of yro to yro + hro, inputs can also
change from the level of xio to αi = xio + ∆xio. Considering

∑m
i=1 cixi as the minimum cost

after perturbing the final outputs,
∑m

i=1 ciαi is the actual cost of the unit after perturbation.
In other words,

∑m
i=1 cixi∑m
i=1 ciαi

is the cost efficiency of the new DMUo with the changed inputs and
outputs of (xo+∆xo, yo+ho), which is equal to the cost efficiency of the initial DMUo (equal
to CEo). As a consequence, cost efficiency will not change.

According to IDEA models, when inputs/outputs are perturbed, the outputs/inputs may
also change. In two-stage networks with uncontrollable inputs in the second stage, the mini-
mum value of the network’s initial inputs by perturbing the outputs is estimated while keeping
technical and cost efficiencies unchanged. For this purpose, the following algorithm (cost al-
gorithm) is presented using models (2), (3), and (5). The steps of the proposed algorithm are
shown in Figure 2.
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Figure 2: The proposed algorithm for the input estimation of the initial stage with uncontrollable
inputs.

2.2. Output-oriented technical and revenue efficiencies for two-stage
networks with uncontrollable inputs

Suppose there are n DMUs in the frame of two-stage networks with uncontrollable inputs as
shown in Figure (1). The output-oriented efficiency of DMUo is calculated using the following
model:

φ = max φo

s.t.
∑n

j=1 λjxij ≤ xio, i = 1, . . . ,m,∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t,∑n
j=1 µjdlj = dlo, l = 1, . . . , g,∑n
j=1 µjyrj ≥ φoyro, r = 1, . . . , s,

λj , µj ≥ 0, j = 1, . . . , n.

(7)

Let (φ∗, λ∗, µ∗) be the optimal solution for model (7), with φ∗ indicating the output-oriented
technical efficiency of DMUo. If φ∗ = 1, then DMUo is efficient; otherwise, it is inefficient.

If the output prices of the second stage are available, the revenue efficiency for DMUo can
be obtained. Let p ∈ Rs be the output price of the second stage. The maximum revenue of
DMUo is calculated using the following model:

max

s∑
r=1

pryr

s.t.
∑n

j=1 λjxij ≤ xio, i = 1, . . . ,m∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t∑n
j=1 µjdlj = dlo, l = 1, . . . , g∑n
j=1 µjyrj ≥ yr, r = 1, . . . , s

λj , µj ≥ 0, j = 1, . . . , n

yr ≥ 0, r = 1, . . . , s.

(8)

Definition 3. Let (y
∗
, λ∗, µ∗) are the optimal solution for model (8). The ratio of real

revenue (ptyo) to the maximum revenue of DMUo (pty∗) shows the revenue efficiency.

REo =
ptyo
pty∗

=

∑s
r=1 pryro∑s
r=1 pry

∗
r

(9)
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2.3. Maximum inverse revenue for two-stage networks with uncontrol-
lable inputs

Given the availability of the output prices of the second stage, this information can also be used
in IDEA models. Suppose that in a two-stage network with uncontrollable inputs in the second
stage, the inputs of the first stage are perturbed from the level xo to xo + bo. The following
multi-objective model is proposed to estimate the outputs of the second stage while keeping
the output-oriented technical and revenue efficiencies unchanged:

max

s∑
r=1

prȳr

max (β1, β2, . . . , βs)

s.t.
∑n

j=1 λjxij ≤ xio + bio, i = 1, . . . ,m (10.1)∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t (10.2)∑n
j=1 µjdlj = dlo, l = 1, . . . , g (10.3)∑n
j=1 µjyrj ≥ ȳr, r = 1, . . . , s (10.4)∑n
j=1 µjyrj ≥ φ∗

oβr, r = 1, . . . , s (10.5)∑s
r=1 prȳr =

∑s
r=1 prβr

REo
(10.6)

λj , µj ≥ 0, j = 1, . . . , n

ȳr, βr ≥ 0, r = 1, . . . , s

(10)

According to the statement (10.6), we have:

max

s∑
r=1

pryr = max

∑s
r=1 prβr

REo

Here, 1
REo

is the inverse of the revenue efficiency calculated by equation (9), representing
a numerical value. Therefore, it is enough to calculate max

∑s
r=1 prβr. In this way, the

multi-objective model (10) becomes the following LP model:

max

s∑
r=1

prβr

s.t.
∑n

j=1 λjxij ≤ xio + bio, i = 1, . . . ,m,∑n
j=1(λj − µj)zkj ≥ 0, k = 1, . . . , t,∑n
j=1 µjdlj = dlo, l = 1, . . . , g,∑n
j=1 µjyrj ≥ ȳr, r = 1, . . . , s,∑n
j=1 µjyrj ≥ φ∗

oβr, r = 1, . . . , s,∑s
r=1 prȳr =

∑s
r=1 prβr

REo
,

λj , µj ≥ 0, j = 1, . . . , n,

ȳr, βr ≥ 0, r = 1, . . . , s.

(11)

Here, REo is the revenue efficiency calculated using equation (9).
Definition 4. Let (λ, µ, β, y) is a feasible solution for model (11). Then, (λ, µ, β, y) is a

weak efficient solution for model (11) provided that there is no feasible solution (λ′, µ′, β′, y′)
such that β′

r ≥ βr (∀r).
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Theorem 2. Suppose DMUo is a two-stage network with uncontrollable inputs in the second
stage. Let φ∗

o is the optimal objective of model (7). If (λ, µ, β, y) is the weak efficiency so-
lution for model (11), the output-oriented technical and revenue efficiencies of DMUo remain
unchanged.

Proof. The proof is similar to Theorem 1.
In network structures with uncontrollable inputs in the second stage, perturbing the inputs

of the first stage can change the final outputs. The following proposed (revenue) algorithm is
used to estimate the maximum output of the second stage of the network while keeping both
output-oriented and the revenue efficiencies unchanged.
Algorithm 2: Inverse revenue algorithm for networks with uncontrollable inputs
Step 1) Calculate the output-oriented efficiency of the units using model (7).
Step 2) Calculate the maximum revenue using model (8) and then calculate the revenue effi-
ciency using equation (9).
Step 3) Apply model (11) to estimate the maximum value of the final outputs by perturbing
the inputs of the first.

2.4. Numerical Example

Consider 10 DMUs with a two-stage network structure shown below:

Figure 3: The two-stage network structure.

The inputs and outputs of these 10 units are given in Table 1.

x1 x2 z1 d1 y1 y2
DMU1 6.2 62.4 58 8.1 51.1 1.64
DMU2 4.1 47.4 88 8.1 33.3 1.74
DMU3 10.0 100.0 99 6.3 100.0 9.99
DMU4 2.8 44.9 25 10.0 31.4 2.69
DMU5 5.5 51.9 13 8.1 37.5 2.27
DMU6 5.0 60.6 48 8.1 45.8 4.18
DMU7 3.1 39.6 73 9.1 34.9 0.15
DMU8 3.0 35.4 67 10.0 26.3 1.25
DMU9 2.9 38.0 86 8.1 29.1 1.43
DMU10 6.1 70.8 48 6.3 72.4 6.02

Table 1: Inputs and outputs of 10 networks

According to the cost algorithm, we first obtain the technical efficiency of the units using
model (1) and then calculate the cost efficiency considering the input prices (c1 = 2 and c2 = 3),
model (2), and equation (3). Then, we estimate the minimum amount of inputs using model (5)
by perturbing the first output by 10% and the second output by 20%. The estimation results
of the inputs related to the first stage and the percentage of changes are given in Table 2.
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New x1 Percentage of
changes x1

New x2 Percentage of
changes x2

DMU1 5.62 -8.8% 73.61 17.9%
DMU2 3.62 -11.1% 47.4 -0.1%
DMU3 9.61 -4.1% 125.93 25.9%
DMU4 3.46 25.1% 45.35 1%
DMU5 5.19 -6% 68.04 31.2%
DMU6 5.77 14.6% 75.63 24.8%
DMU7 3.02 -3.3% 39.6 -0.1%
DMU8 2.7 -11.5% 35.4 0.1%
DMU9 2.9 1.2% 38 0.1%
DMU10 7.14 17.8% 93.61 32.2%
Table 2: Estimated inputs of the first stage and their percentage of changes

According to Table 2, the first input decreases for units 1, 2, 3, 5, 7, and 8 and increases
for other units. The largest decrease in the first input is related to DMU 8, with an 11.5%
decrease, and the largest increase in this input is observed in DMU 4 by about 25%. Also, the
second input of DMUs 2 and 7 decreases by approximately 0.1% but increases for other units.
The largest increase in this input is related to unit 10 by about 32%.

We use the method presented by Shiri et al. [18] to compare the proposed method with
existing studies, highlighting the following differences between the proposed technique and Shiri
et al.’s model:

• Shiri et al. [18] use four models to solve such problems. They first calculate technical
efficiency and cost efficiency using two models, then use two other models (the first has
three and the second has four types of constraints) to estimate the minimum input while
maintaining technical efficiency and cost efficiency. After calculating technical and cost
efficiencies, the proposed model would reach the same results using a model with only
one additional constraint. Accordingly, results confirm that the proposed method would
reduce the number of computational operations and the time required for calculations.

• Another difference is that there are uncontrollable inputs in the proposed network, which
have not been taken into account by Shiri et al.’s method.

For comparisons, we consider the uncontrollable input index in Shiri et al.’s method, adding
the third constraint of model (11) to the models of Shiri et al. [18]. The results are presented
in Table 3.

According to Table 3, the first input decreases for units 1, 2, 3, 5, and 8 and increases for
other units. The largest decrease is 8.8%, associated with DMU 1, and the largest increase is
30.5%, related to DMU 4. Also, the second input values of all units increase, with the smallest
and largest increase reported for units 4 and 10, respectively. A comparison of Tables 2 and
3 reveals that the inputs of some units decrease in the proposed method but increase in the
method of Shiri et al. (such as the first input of DMU 7 and the second input of units 2 and
7). The changes in some units are the same in both methods.

2.5. Case Study

The data are related to the performance of 17 salmon farms in five western provinces of Iran
in 2018 (Abdali [1]). The framework under examination of fish farms is shown in Fig. 4,
considering each salmon farm as a two-stage network system. The first stage is the baby fish’s
production pool, and the second stage is the adult fish’s breeding pool. First, all the fish are
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New x1 Percentage
of changes
x1

New x2 Percentage
of changes
x2

DMU1 5.62 -8.8% 73.61 17.9%
DMU2 3.98 -2.3% 52.14 9.9%
DMU3 9.61 -4.1% 125.93 25.9%
DMU4 3.61 30.5% 47.25 5.2%
DMU5 5.19 -6% 68.04 31.2%
DMU6 5.77 14.6% 75.63 24.8%
DMU7 3.32 6.3% 43.56 9.9%
DMU8 2.97 -2.6% 38.94 10.1%
DMU9 3.19 11.4% 41.8 10.1%
DMU10 7.14 17.8% 93.61 32.2%

Table 3: Results of Shiri et al.’s method considering the uncontrollable input

kept in the first pool for spawning, and then the baby fish are sent to the second pool to grow
up. The final output is the adult fish for human consumption. The cost of ecosystem damage
is the uncontrollable input in the second pool, where the young fish are placed to grow up. The
terms used are defined as follows:

xi: Value of fish brought into the first pool and kept in that pool for spawning (unit of
1000 kg).

dl: Costs of ecosystem damage in the second pool of the salmon farm (unit of one million
Tomans)

zk: The number of baby fish sent to the second pool to grow up (unit of 1000 pieces).

yr: Value of mature fish for people’s food consumption (unit of 1000 kg).

Figure 4: The two-stage process related to fish farms.

Table 4 shows the inputs and outputs of 17 salmon farms in five western provinces of Iran.
Given the cost algorithm and the price of the inputs of the first stage (c=5), the cost efficiency

of the units is determined using model (2) and Expression (3) after determining the technical
efficiency (using model (1)). Then, the output of the second stage (amount of mature fish for
consumption) is perturbed by 10% to estimate the minimum amount of fish for spawning after
this perturbation using model (5) so that technical and cost efficiencies remain unchanged. The
results of the amount of fish for spawning, the percentage of changes, the technical efficiency,
and the cost efficiency of the units are given in Table 5.
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Stage 1 Stage 2
DMU j xi zk dl yr
DMU1 656 98.541 56 3564
DMU2 5356 32.654 29 2145
DMU3 354 82.365 67 3698
DMU4 542 24.563 45 5246
DMU5 652 98.543 19 7145
DMU6 752 54.263 45 3369
DMU7 326 65.478 36 5214
DMU8 542 36.985 68 5369
DMU9 632 45.638 45 5412
DMU10 623 96.353 36 2148
DMU11 354 65.878 45 4532
DMU12 654 36.546 42 4521
DMU13 423 54.692 25 3678
DMU14 362 24.578 42 4213
DMU15 452 36.925 36 2846
DMU16 325 57.892 24 6532
DMU17 542 65.245 45 4215

Table 4: Inputs and outputs of 17 salmon farms

DMU j New xi Percentage
of
changes

Technical
efficiency

Cost effi-
ciency

DMU1 656 0% 0.1996 0.1996
DMU2 5357.23 0.02% 0.0127 0.0127
DMU3 354 0% 0.4424 0.4424
DMU4 680.85 25.62% 0.1948 0.1948
DMU5 778.25 19.36% 0.6496 0.6496
DMU6 752.24 0.03% 0.1399 0.1399
DMU7 390.01 19.63% 0.4199 0.4199
DMU8 542.41 0.08% 0.2933 0.2933
DMU9 786.51 24.45% 0.1806 0.1806
DMU10 623 0% 0.1351 0.1351
DMU11 354.34 0.1% 0.2978 0.2978
DMU12 680.87 4.11% 0.1505 0.1505
DMU13 504.83 19.35% 0.2317 0.2317
DMU14 362.34 0.09% 0.2718 0.2718
DMU15 452.34 0.08% 0.1862 0.1862
DMU16 422.93 30.13% 0.7656 0.7656
DMU17 542.48 0.09% 0.1944 0.1944

Table 5: Findings of performance

According to the results of Table 5, the amount of fish for spawning has not changed in
units 1, 3, and 10 (0% change), while the amount of fish for spawning has a slight change in
units 2, 6, 8, 11, 14, 15, and 17 (increased by less than one-tenth percent). Units 16, 4, and 9
have undergone the greatest changes, by about 30%, 26%, and 24% increase, respectively.

The fourth and fifth columns of Table 5 show the technical and cost efficiencies of the units,
respectively. Notice that each unit has only one input and one output, leading to the equivalence
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of technical and cost efficiencies [20].
Using the revenue algorithm, we first obtain the output-oriented technical efficiency and

the revenue efficiency of the units using models (7) and (8) and the relation (9) (we consider
the output price p=10). Then, the amount of fish for spawning is perturbed by 10%, and
the maximum amount of final output is estimated for this perturbation using model (11) so
that the output-oriented technical and revenue efficiencies remain unchanged. The new output
results, the percentage of their changes, the output-oriented technical efficiency, and the revenue
efficiency of the units are given in Table 6.

DMU j New yr Percentage
of
changes

Output-
oriented
efficiency

Revenue
effi-
ciency

DMU1 3692.12 3.59% 4.4609 0.2242
DMU2 2145 0% 5.0842 0.1967
DMU3 3916.37 5.91% 3.1445 0.3180
DMU4 5437.96 3.66% 2.4600 0.4065
DMU5 7145 0% 1.0000 1.0000
DMU6 3518.8 4.45% 4.3736 0.2286
DMU7 5585.2 7.12% 1.7035 0.5870
DMU8 5736.81 6.85% 2.8583 0.3499
DMU9 5629.69 4.02% 2.5294 0.3954
DMU10 2245.37 4.53% 5.5746 0.1794
DMU11 4841.19 6.82% 2.2208 0.4503
DMU12 4714.18 4.27% 2.9496 0.3390
DMU13 3842.67 4.48% 2.2380 0.4468
DMU14 4508.62 7.02% 2.3752 0.4210
DMU15 2952.9 3.76% 3.6839 0.2715
DMU16 6789.04 3.94% 1.1016 0.9078
DMU17 4369.23 3.66% 3.0617 0.3266

Table 6: Efficiencies, new outputs, and changes

According to Table 6, the amount of adult fish has not changed in units 2 and 5 (0%
changes), and the amount of adult fish has changed by 7.12%, 7.02%, and 6.85% in units 7, 14,
and 8, respectively. Unit 11 shows the highest increase by 6.82%. Output-oriented technical
and revenue efficiencies are provided in the fourth and fifth columns, revealing that unit 5 has
both output-oriented technical and revenue efficiencies.

Uncontrollable indicators in network structures are important and effective in finding ac-
curate results. Using the proposed models, it is possible to examine the changes of indicators
in network processes with uncontrollable inputs while the prices of some indicators are known.
For more explanation, the methodology employed allows for the efficiency evaluation of DMUs
and performance measures estimation within a two-stage network framework. By distinguishing
between the controllable inputs in the first stage and the uncontrollable inputs in the second
stage, we can gain deeper insights into overall performance. Businesses can utilize the inverse
network models to estimate the necessary adjustments to inputs and outputs without altering
cost/revenue and technical efficiencies. This allows managers to develop targeted strategies.
Understanding the efficiency metrics can guide decision-makers in resource reallocation within
the network with uncontrollable inputs. Regularly process assessment and recalibration based
on efficiency metrics enables businesses to adapt to changing conditions and maintain compet-
itive advantage.

In summary, the results of our study provide a robust framework for organizations to di-
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agnose inefficiencies, implement targeted improvements, and ultimately enhance their business
processes.

3. Conclusions

DEA evaluates the relative efficiency of a set of DMUs using mathematical programming models.
In IDEA, the required inputs (outputs) are estimated by perturbing outputs (inputs) while
maintaining the efficiency value. On the other hand, if input or output prices are available, the
cost or revenue efficiencies of DMUs can be obtained using DEA. This paper has considered
each DMU a two-stage network with uncontrollable inputs in the second stage. First, according
to the availability of the input cost of the first and the output price of the second stage, models
have been proposed to calculate the relative, cost, and revenue efficiencies of the desired network
structures. Then, using the introduced inverse network models, inputs/outputs are estimated,
while the cost/revenue efficiency remains unchanged in addition to the technical efficiency.
Finally, the proposed algorithms are applied to a numerical example and data related to the
performance information of 17 salmon farms in five western provinces of Iran. Also, the proposed
method is compared with one of the existing methods, confirming that it is useful and practical
for estimating performance indicators in network systems with uncontrollable inputs.

While the presented approach effectively addresses two-stage systems with precise data, it is
important to acknowledge several key limitations. Our method assumes that data are precise,
which may not always be the case in real-world applications. Future research could explore
the robustness of our approach when dealing with imprecise or uncertain data, potentially
incorporating techniques from fuzzy logic or stochastic modeling. Furthermore, the current
method is tailored to specific network structures. Developing adaptive techniques that can
cater to a wider variety of network configurations would enhance the versatility of our approach.
Future work could focus on generalizing our method to accommodate different types of networks,
including dynamic structures.
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Abstract. Most real-world service systems are susceptible to queue capacity constraints, leading to
a blockage of entities. Several blocking mechanisms can be implemented when capacity constraints
influence the flow of entities through the system. This study investigates the comparative performance
of blocking-after-service (BAS) and blocking-before-service (BBS) mechanisms by modelling a hospital
emergency department with a finite capacity queue. The model is based on a two-station tandem net-
work with finite capacity on the intermediate queue, and we developed transient performance measures
for the system in both mechanisms. Using a numerical approach, we highlight how these mechanisms
influence the time-varying number of patients and the virtual workload in the system. Our results
demonstrate that the BAS mechanism slightly outperforms the BBS mechanism in reducing unwanted
congestion.
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1. Introduction

In queueing theory, capacity restriction on waiting line is a crucial aspect to study and it is
common for real-world service systems to have queues of finite capacity. In such systems, the
flow of customers from the source node will be blocked if the waiting room at the destination
node is full. There are mainly two blocking mechanisms, i.e. blocking-after-service (BAS) and
blocking-before-service (BBS) that describe different scenarios when there are restrictions on
waiting rooms. BAS occurs when an entity after service from a node finds that waiting room of
the next station is full (saturated). So, they are being blocked before entering the waiting room
of the next node. They must have to wait until the space becomes available. In BBS system,
before starting service at current node, entities are blocked if there is no available space in the
waiting room of next station. Once the space is available at the destination node, the blocked
entity resumes service at the source node.

Tandem queueing networks with finite capacity are useful for modelling healthcare, com-
munication, and manufacturing systems [6, 13, 14, 10]. A BAS mechanism is also known as
manufacturing blocking. In manufacturing and production lines, items move through the work-
stations which can only process a limited number of items at a time. If the next workstation is
full, it is not possible to move the items that have been processed from the current workstation,
leading to a blockage. In [2], a steady-state analysis was performed under the BAS mechanism
with two single-server queues connected in tandem. In [1], the same model is extended to
a k-station tandem network with general arrival times, deterministic service times and finite
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waiting room between stations. Transient behaviour of a two station tandem network with no
restriction on first station and no queue allowed for second station was investigated in [11].
Zychlinski et. al [18] developed time-varying fluid models for tandem network with a general
time-varying arrival rate, a finite waiting room before first station and no intermediate waiting
room. The BBS mechanism, which is also known as communication blocking, is commonly
used in telecommunication networks [15, 8]. A detailed description of the different types of
BBS mechanisms is presented in [5]. In communication networks, data packets move through a
series of nodes/router, where each node processes the packets and forward it to the next node.
If the buffer of the next node is full, the current node cannot forward the packet causing the
packet to be blocked before the current node. Healthcare systems can also use the BBS mech-
anism in short medical procedures, such as cataract surgery, laparoscopic surgery and cardiac
catheterization. These procedures can only begin when the room is available in the recovery
area. Avi-Itzhak and Levy[4] introduced a k-stage blocking scheme as a generalisation of the
results presented in [2, 1]. In [3], they analyzed the steady-state performance measures of a
single-server network of k stations with no intermediate queue and an unlimited buffer prior
to the first station under both BAS and BBS mechanisms. Fluid limits for tandem model of
time-varying multi-server queues with finite buffers before the first station and between sta-
tions under BBS mechanism is considered in [19]. To facilitate comparison, they also developed
steady-state closed-form expressions for system performance measures under the BAS and BBS
mechanisms.

There has been extensive research conducted on tandem networks with finite capacity
queues. However, there is limited research on time-varying tandem queues with blocking. In
this study, we provide an analytical comparison between BBS and BAS in time-varying tandem
queues, with special reference to a case of healthcare system. We develop a stochastic model for
a two station finite capacity tandem network under different blocking mechanisms. In the sec-
ond section, explicit expressions for transient performance measures such as number of patients
and average virtual workload at time t under BAS and BBS mechanisms are discussed. We also
conducted a numerical study with the blocking mechanisms under different traffic intensity and
queue capacity.

2. Two station Tandem Model with finite queue capacity

We consider a health care system, such as a hospital emergency department with a triage system
where patients arrive according to a non-homogeneous Poisson process. The model considered
here is a tandem network with two stations. Patients are first assessed by a triage nurse to
determine their level of need for medical assistance. Subsequently, the patients are sent to the
consultation room, where medical professionals provide the necessary treatment. There is an
unlimited waiting room for triage and finite waiting room for treatment. Suppose that only a
limited number of patients can wait in the treatment area due to space and resource constraints.
In the above situation, there are two ways to manage heavy traffic of patients. In BAS, if the
waiting space of treatment room is full (saturated), patients cannot join the queue for treatment
after the triage process, causing a blockage. In BBS, even though the triage nurse is present, the
treatment waiting room is full (saturated), preventing patients from being triaged and causing
them to be blocked. In this section, we establish transient performance measures for the two-
station tandem queueing network model, under the two blocking mechanisms. Ramesh and
Manoharan [12] derived explicit expressions for time-varying measures, such as queue length
and virtual workload, for a time-varying tandem queueing network of k stations. Building on
that work, this paper extends these measures by incorporating the effects of blocking within
the context of an outpatient clinic to facilitate meaningful comparisons.
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2.1. Blocking After Service (BAS)

Initially, we model a healthcare system with a two-station tandem queueing network with finite
queue capacity in second station. In the first-come-first-served (FCFS) model illustrated in
Figure 1, patients arrive according to non-homogeneous Poisson process and the time-dependent
service time following an exponential distribution, i.e. triage node is M(t)/M(t)/1/∞ and
treatment node is M(t)/M(t)/1/K. Following are the parameters that characterise the model.

Figure 1: A BAS two station tandem queueing network model

1. {A1(t), t ≥ 0} is the external arrival process to the triage node with arrival rate λ1(t).

2. {V (t), t ≥ 0} is the service requirement of the patient, i.e., the total amount of service
(in terms of time) that a patient requires. V1(t) is the service requirement of a patient
arriving at the triage at time t. Similarly, V2(t) is the service requirement of a patient
arriving at the treatment area at time t. µi(t), i = 1, 2 is the service processing rate at
time t.

3. After triage process, patients move to the treatment area with probability p and leave the
system with probability 1− p and at a rate of (1− p)µ1(t).

4. {A2(t), t ≥ 0} denote the arrival of patients to the treatment area after triage process.
Therefore, the arrival rate is λ2(t) = pµ1(t).

The instantaneous traffic intensity at the triage node, ρ1(t) is defined as,

ρ1(t) = λ1(t)/µ1(t).

Thus, the two arrival rate functions are related as λ2(t) = p λ1(t)/ρ1(t).

5. In this study, the instantaneous traffic intensity, ρ(t) = λ(t)/µ(t), which measures the
utilisation of a service system is chosen to be invariant of time. This adaptation is made
to choose service rate function properly in order to adjust with the arrival rate and traffic
intensity.

We use the principle of rate-matching control, as discussed in [16], to determine the service
rate function. In rate-matching control, the service rate is set to be proportional to the
arrival rate for a fixed traffic intensity ρ. Thus, for a constant traffic intensity ρi, the
time-dependent service rate function, µi(t) can be written as,

µi(t) ≡ λi(t)/ρi, i = 1, 2 t ≥ 0. (1)

6. There is an infinite waiting room at the triage node and a finite waiting room at the
treatment node with a maximum capacity of K. If the finite buffer at treatment node is
full, patients will be blocked. When the capacity of the waiting room of treatment node
is K − 1, blocked patients will join the queue for consultation.
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The following are the formulations of some transient performance measures associated with the
model under consideration.

1. {W1(t), t ≥ 0} is the waiting time of a patient who arrives at triage node at time t. An ex-
plicit expression for the probability distribution of waiting time W (t) for M(t)/M(t)/1/∞
is derived by Whitt[16]. If a patient who arrives at time s is still waiting for service in the
queue at time t, then we can express the probability that the waiting time of the patient
who arrives at time s, is larger than t− s, for 0 ≤ s ≤ t as,

P (W1(s) > t− s) = ρ1e
−((1−ρ2)Λt,1(s))/ρ1 , (2)

where Λt,1(s) = Λ1(t)− Λ1(s), Λ(.) is the cumulative arrival rate function defined as,

Λ1(u) =

∫ u

0

λ1(r) dr, r ≥ 0 (3)

and Λt,1(u) need to be strictly increasing and continuous, see [16].

2. {W2(t), t ≥ 0} is the waiting time of a patient who joins the queue of treatment area at
time t. Since the queue capacity is finite, i.e. M(t)/M(t)/1/K, here we derive a closed
form expression for probability distribution of waiting time.

Let Pn be the probability that there are n patients in the queue in front of treatment
area, see [9].

Pn =
(1− ρ2) ρ

n
2

1− ρK+1
2

,

where ρ2 and K are the traffic intensity and queue capacity of the treatment area. Let Qn

be the probability of the arrival point, that is, the probability that there are n patients in
the queue at the time of arrival, for n < K. This is derived in Gross and Harris[9] using
Baye’s theorem.

Qn =
Pn

1− PK+1
. (4)

Then the probability distribution of waiting time for the stationary M/M/1/K system
can be obtained by reducing the expression for multi-server system in [9] to single server,
i.e.,

P{W > t} =

K−1∑
n=1

Qn

n−1∑
i=0

(µt)i e−µt

i!

=

K−1∑
n=1

Qn

n−1∑
i=0

(λt/ρ)i e−(λt/ρ)

i!
. (5)

The parameter µ is replaced by λ/ρ. "From this, the waiting time distribution for a non-
stationary system can be derived using Corollary 5.1 from Whitt [16]. Specifically, under
the assumptions of a non-stationary system, λt in equation (5) becomes the cumulative
arrival rate function Λ(t).

For the non-stationary system M(t)/M(t)/1/K, let P (W2(s) > t− s) denote the proba-
bility that the waiting time of a patient joining the queue of the treatment node at time
s exceeds t− s, for 0 ≤ s ≤ t,

P (W2(s) > t− s) =

K−1∑
n=1

Qn

n−1∑
i=0

(
Λt,2(s)

ρ2
)i e

(
Λt,2(s)

ρ2

)
i!

. (6)
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The cumulative rate function Λt,2(s) = Λ2(t)− Λ2(s) with

Λ2(u) =

∫ u

0

λ2(r) dr, r ≥ 0. (7)

This gives the waiting time distribution for an M(t)/M(t)/1/K system under constant
traffic intensity.

3. To account for the effects of blocking, we incorporate a blocking probability into the
formulation of transient performance measures, i.e. the probability that a patient arriving
at time s is blocked after triage at time t. In other words, probability that the blocking
time of a patient who arrive at time s is greater than t-s, P{B(s) > t− s}.

4. L1(t) represents the number of patients present at the triage node. These patients arrived
during the interval [0, t] and have not yet completed their service. Mathematically, this
corresponds to the arrivals {A1(s), 0 ≤ s ≤ t}, i.e.,

L1(t) =

∫ t

0

(I{W1(s)>t−s}) dA1(s),

where I{W1(s)>t−s)} denotes the number of patients who entered the queue in front of the
triage node at time s and are still waiting for service at time t, 0 ≤ s ≤ t.

By using Campbell–Mecke formula in [7] for taking expectations of stochastic integrals,
we get the average number of patients present at the triage node at time t, i.e.,

E(L1(t)) =

∫ t

0

(P{W1(s) > t− s}) λ1(s) ds, (8)

where E(I{W1(s)>t−s}) = P{W1(s) > t− s} and E(dA1(s)) = λ1(s) ds.

5. L2(t) denotes the number of patients at treatment area, including those in the blocking
space. These patients completed their service at triage node and moved to treatment area
during the interval [0, t]. They are either waiting to join the queue in front of the treatment
area or already in the queue. This corresponds to the arrivals {A2(s), 0 ≤ s ≤ t}, i.e.,

L2(t) =

∫ t

0

(I{W2(s)>t−s} + I{B(s)>t−s}) dA2(s),

where I{W2(s)>t−s)} represents the number of patients who entered the queue of the treat-
ment area at time s and are still waiting for service at time t, 0 ≤ s ≤ t. Similarly,
I{B(s)>t−s} denotes the number of patients who entered the blocking space in front of
the treatment area at time s and are still waiting to join the queue of treatment area at
time t.

While applying expectations on both sides, Campbell–Mecke formula together with addi-
tive property of expectation we get E(I{W2(s)>t−s} + I{B(s)>t−s}) = P{W2(s) > t− s}+
P{B(s) > t− s}. Therefore,

E(L2(t)) =

∫ t

0

(
P{W2(s) > t− s}+ P{B(s) > t− s}

)
p µ1(s) ds. (9)

This represents the average number of patients present in both the blocking space and
the queue of the treatment area at time t.
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6. Z1(t) represents the time required to triage all patients who arrived at first node up to
time t, i.e.

Z1(t) =

∫ t

0

I{W1(s)>t−s} V1(s) dA1(s) +

∫ t

0

V1(s)
2

2
dA1(s).

While applying expectations on both sides, Campbell–Mecke formula, we get,

E(Z1(t)) =

∫ t

0

P{W1(s) > t− s} E(V1(s)) E(A1(s)) ds+

∫ t

0

E(V1(s)
2)

2
E(A1(s))ds.

Introducing another term, squared coefficient of variation c2 = V ar(V (s))/E(V (s))2.
Using the formula of variance, this can be rewritten as,

c2 = E(V (s)2) (E(V (s)))2 − 1 =
E(V (s)2)

µ(s)2
− 1. (10)

Therefore the average workload at the triage node at time t can be represented as,

E(Z1(t)) =

∫ t

0

P{W1(s) > t− s} λ1(s)

µ1(s)
ds+

∫ t

0

c21 + 1

2

λ1(s)

µ1(s)2
ds, (11)

where c21 is the squared coefficient of variation or relative variability in service times at
triage node.

7. Z2(t) denotes the time required to complete the consultation of patients who arrived up
to time t after triage, taking into account the queue and blocking space, i.e.

Z2(t) =

∫ t

0

(
I{W2(s)>t−s} + I{B(s)>t−s}

)
V2(s) dA2(s) +

∫ t

0

V2(s)
2

2
dA2(s).

By using campell-Mecke formula and additive property of expectation, E(Z2(t)) can be
written as,

E(Z2(t)) =

∫ t

0

(
P{W2(s) > t− s}+ P{B(s) > t− s}

)
E(V2(s))E(A2(s))ds+∫ t

0

E(V2(s)
2)

2
E(A2(s))ds.

Let c22 be the squared coefficient of variation of service times in treatment node and
applying equation (10),

E(Z2(t)) =

∫ t

0

(
P{W2(s) > t− s}+ P{B(s) > t− s}

) λ2(s)

µ2(s)
ds+

∫ t

0

c22 + 1

2

λ2(s)

µ2(s)2
ds

(12)
This represents the average workload at the treatment node, taking into account the
patients in the blocking space and the queue at time t.

2.2. Blocking Before Service (BBS)
Here, we examine the application of the BBS mechanism in a hospital emergency department
by modelling it with a two-station tandem queueing network. This model, illustrated in Figure
2, is built under the non-stationary Markovian assumption, and patients are served according
to the FCFS discipline.

196



CRORR 16:2 (2025), 191–203 Ramesh and Manoharan: Aspects of blocking on time-varying tandem...

Figure 2: A BBS two station tandem queueing network model

Similar to the BAS tandem model, {Ai(t), t ≥ 0}, i = 1, 2 is the arrival process with arrival
rates λ1(t) and λ2(t) = p µ1(t). p represents the probability of moving to treatment after triage,
while patients leave the system with probability 1 − p. {Vi(t), t ≥ 0}, i = 1, 2 is the service
requirement of a patient arriving at the triage node and treatment node at time t with service
processing rate at time t, µi(t), i = 1, 2. An infinite waiting room is available for patients at the
triage node, whereas the treatment node has a finite waiting room with a maximum capacity
of K.

Before providing service from triage node, nurse checks whether the waiting room in front
of treatment area is saturated or not. If it contains less than K patients, triage continues. If
the waiting room has attained maximum K patients (saturated), stops service at triage node
until the next waiting room can accommodate a new patient.

The following are the formulations of some transient performance measures related to the
BBS tandem model considered here.

1. {W1(t), t ≥ 0} is the waiting time of a patient who arrives at triage node at time t. Since
the queue capacity is infinite, the probability distribution of waiting time is defined similar
to BAS system, i.e.,

P (W1(s) > t− s) = ρ1e
−((1−ρ1)Λt,1(s))/ρ1 ,

where Λt,1(s) = Λ1(t)− Λ1(s) and Λ1(.) is defined in (3).

2. {W2(t), t ≥ 0} is the waiting time of a patient who arrives at the queue of treatment area
at time t. Since the queue capacity is finite, i.e., M(t)/M(t)/1/K, the probability that
the waiting time of the patient who arrives at time s, is larger than t− s, for 0 ≤ s ≤ t is,

P (W2(s) > t− s) =

K−1∑
n=1

Qn

n−1∑
1=0

(
Λt,2(s)

ρ2
)i e

(
Λt,2(s)

ρ2

)
i!

,

where Λt,2(s) = Λ2(t)− Λ2(s) and Λ1(.) is defined in (7).

3. L1(t) represents the number of patients present at the triage node, including those blocked
before service. These patients arrived during the interval [0, t], i.e., {A1(s), 0 ≤ s ≤ t}
and have not yet completed their service. They have not completed their service at the
triage node, either because they are in the queue or are blocked due to capacity constraints
at the treatment node. Therefore,

L1(t) =

∫ t

0

(I{W1(s)>t−s} + I{B(s)>t−s}) dA1(s),

where I{W1(s)>t−s)} represents the number of patients who entered the queue of the triage
node at time s and are still waiting for service at time t, 0 ≤ s ≤ t. Similarly, I{B(s)>t−s}
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denotes the number of patients who entered the blocking space in front of the triage node
at time s and are still waiting for triage at time t. When taking expectations,

E(L1(t)) =

∫ t

0

(
P{W1(s) > t− s}+ P{B(s) > t− s}

)
λ1(s) ds. (13)

This represents the average number of patients present at the triage node at time t,
including those blocked before service.

4. L2(t) represents the number of patients present at treatment node at time t. These
patients moved after triage to treatment node during the interval [0, t] and have not yet
completed their service. Mathematically, this corresponds to the arrivals {A1(s), 0 ≤
s ≤ t}, i.e.,

L2(t) =

∫ t

0

(I{W2(s)>t−s}) dA2(s),

where I{W2(s)>t−s)} represents the number of patients who entered the queue of the treat-
ment area at time s and are still waiting for service at time t, 0 ≤ s ≤ t. Then the average
number of patients present in the queue of the treatment area at time t is,

E(L2(t)) =

∫ t

0

(
P{W2(s) > t− s}

)
p µ1(s) ds. (14)

5. Z1(t) represents the time required to triage all patients who arrived at first node up to
time t, including those blocked patients, i.e.,

Z1(t) =

∫ t

0

(
I{W1(s)>t−s} + I{B(s)>t−s}

)
V1(s) dA1(s) +

∫ t

0

V1(s)
2

2
dA1(s).

Then the average workload at the triage node, taking into account the patients in the
blocking space and the queue at time t can be represented as,

E(Z1(t)) =

∫ t

0

(
P{W1(s) > t− s}+ P{B(s) > t− s}

) λ1(s)

µ1(s)
ds+

∫ t

0

c21 + 1

2

λ1(s)

µ1(s)2
ds.

(15)

6. Z2(t) denotes the time required to complete the consultation of patients who arrived up
to time t after triage, i.e.,

Z2(t) =

∫ t

0

(I{W2(s)>t−s}) V2(s) dA2(s) +

∫ t

0

V2(s)
2

2
dA2(s).

Then the average workload at the treatment node at time t can be represented as,

E(Z2(t)) =

∫ t

0

P{W2(s) > t− s} λ2(s)

µ2(s)
ds+

∫ t

0

c22 + 1

2

λ2(s)

µ2(s)2
ds, (16)

where c2i , i = 1, 2 is the coefficient of variation of service process in station i.

3. Numerical Study

We consider a two-station tandem network with non-stationary Markovian queues, in which first
station has infinite queue capacity and second station has finite queue capacity. We compare
BAS system and BBS system by computing the transient performance measures. First, we
outline the prerequisites for conducting the numerical study.
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1. A more realistic choice for the arrival rate function would be a sinusoidal or periodic
function, which is useful for modelling daily or weekly fluctuations in patient arrivals.
However, for simplicity, we choose the identity function as the external arrival rate.

Let the time-dependent arrival rate of patients to the triage node (external arrival rate),
λ1(t) be the identity function, t, t ≥ 0.

2. Transition rate or arrival rate of patients from triage station to treatment station, λ2(t)
is,

λ2(t) = p µ1(t) = p λ1(t)/ρ1 (17)

where p is the transition probability from station 1 to 2. Here we take p = 0.75.

3. The squared coefficient of variation of service time (c2i ), i = 1, 2 appears in expressions
of virtual workload. Since we are considering a Markovian queueing model, c2i is assumed
to be 1.

4. In the BAS system, blocking occurs only if a customer completes service at the triage node
and attempts to move towards treatment node, but finds the queue is full. Therefore, the
probability depends on the queue capacity and traffic intensity of the treatment area.

For a BAS system, the blocking probability is defined by,

P (BBAS) =
(1− ρ2)ρ

K
2

1− ρK+1
2

, (18)

where K is the queue capacity and ρ2 is the traffic intensity of the treatment area. Gross
and Haris [9] and Ziya [17] developed formulations for blocking probability.

Now we present an approximation for the blocking probability in the BBS system. In the
BBS system, blocking occurs before the triage starts based on the availability of space in
queue of treatment area. This means all patients might be blocked regardless of whether
they would have moved for treatment or left the system after triage. As a result blocking
probability is inflated.

Since P (BBAS) is applying only to transitioning customers, we can approximate P (BBBS)
by scaling P (BBAS) with the proportion of transition, p. Here we assume that patient’s
decision to leave the system after triage or transition is independent of the congestion
in the treatment area, so it only depends on the service at triage. P (BBAS) is already
calculated on transitioned patients, while formulating P (BBBS), we need to undo this
effect by dividing the proportion of transition, i.e.,

P (BBBS) ≈
P (BBAS)

p
=

(1− ρ2)ρ
K
2

(1− ρK+1
2 ) p

. (19)

In this study, we have chosen a constant queue capacity and a constant traffic intensity
using the rate-matching control principle. Consequently, the parameters in the above
expressions are time-invariant, making them applicable to a non-stationary model.

The Figure 3 illustrates the relationship between the queue capacity and traffic intensity
and how their combined variation influences the blocking probabilities.
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(a) BAS (b) BBS

Figure 3: Blocking probability for queue capacity K = 0 to 10 and traffic intensity ρ = 0 to 1.

5. In this study, we consider four cases, A, B, C, and D, by taking arbitrary values for
traffic intensities and queue capacity of the second station, as shown in the Table 1. The
blocking probabilities corresponding to each case are calculated and included in the table.
The stations with traffic intensity close to 1 are considered bottleneck stations.

cases ρ1 ρ2 K P (BBAS) P (BBBS)

A 0.80 0.60 4 0.056 0.074
B 0.70 0.90 8 0.070 0.093
C 0.90 0.90 6 0.101 0.136
D 0.90 0.90 10 0.050 0.067

Table 1: Four cases of traffic intensities, queue capacity and corresponding blocking
probabilities.

The probability of blocking is observed to be relatively high in cases where the traffic inten-
sity at the second station increases significantly and the queue capacity decreases. Among the
cases considered, cases A and D exhibit the lowest blocking probabilities. In contrast, Cases
B and C show comparatively higher probabilities of blocking due to the combination of high
traffic intensity and low queue capacity. Therefore, we have focused on presenting numerical
illustrations for these two cases to obtain critical observations.

Figure 4 illustrates the number of patients at both nodes under the two mechanisms. Block-
ing after service occurs at the treatment node, while blocking before service occurs at the triage
node. As a result, the number of patients increases at the corresponding nodes with time.
When the traffic intensity at a node is high, it leads to a significant increase in the number of
patients. A similar trend is observed in the average workload, as shown in Figure 5. Bottleneck
nodes exhibit a relatively higher workload compared to others. In both cases, the treatment
node experiences a higher workload under the BAS and BBS mechanisms, as it serves as a
bottleneck.

Figure 6 illustrates the average number of patients in the system over time. This analysis
considers the four cases discussed in Table 1. In all cases, the total number of patients is
consistently higher in the BBS system.

200



CRORR 16:2 (2025), 191–203 Ramesh and Manoharan: Aspects of blocking on time-varying tandem...

(a) case B (Triage node) (b) case B (Treatment node)

(c) case C (Triage node) (d) case C (Treatment node)

Figure 4: Average number of patients under BAS and BBS mechanisms for cases B and C.

(a) case B (Triage node) (b) case B (Treatment node)

(c) case C (Triage node) (d) case C (Treatment node)

Figure 5: Average workload under BAS and BBS mechanisms for cases B and C.
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(a) case A (b) case B

(c) case C (d) case D

Figure 6: Average number of patients in the system (including both stations) for the four cases
considered in this study.

4. Conclusion

Finite capacity queues are a realistic and common feature of many real-world service systems,
such as hospitals, call centres, and manufacturing units, due to physical and budgetary con-
straints. However, in most of the theoretical studies of queues, infinite capacity is often assumed
to simplify the analysis and results. In this study, we examined various blocking mechanisms
that can be applied in queueing systems with capacity restrictions. Most commonly, BAS and
BBS blocking mechanisms are used in such systems. Here, we have modelled a time-dependent
hospital emergency department using a tandem network of two stations and derived transient
performance measures based on these mechanisms. These measures enable an effective com-
parison of the BAS and BBS mechanisms through numerical study. The results highlight the
impact of capacity restrictions on both mechanisms, demonstrating how they influence the
time-varying number of patients and the virtual workload in the system. In our model, patients
who do not need immediate emergency treatment can leave after triage. But in the BBS sys-
tem, these patients also get blocked, causing unwanted congestion in the system. So, BAS is
slightly better than BBS in the above scenario. Generally, BAS is preferred when intermediate
congestion can be managed, whereas BBS is preferred when smooth flow of entities through the
system is more important. This study examined a two-station tandem network of single-server
queues with capacity restriction on the intermediate queue. This framework can be generalised
to a k-station tandem network, and the single-server queues can be extended to multi-server
systems. Deriving more rigorous mathematical expressions for performance measures under
both blocking mechanisms would enable a more extensive study of these systems. These are
some directions for future research.
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