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Assessing the pure technical efficiency of public primary schools in
the City of Zagreb

Branko Stani¢! Simona Prijakovié!’*, and Mihaela Bronié!
) )

Y Institute of Public Finance, Smiciklasova 21, 10000 Zagreb, Croatia
E-mail: (branko.stanic, simona.prijakovic, mihaela.bronic@ijf.hr)

Abstract. This paper is the first to assess the pure technical efficiency (PTE) of 111 public primary
schools in the City of Zagreb during the 2022/2023 school year, using an input-oriented Data Envel-
opment Analysis (DEA) — BCC model. PTE was measured using two input variables (expenditures
and number of teachers) and three output variables (average grades, number of pupils who passed the
class, and secondary school enrolment points). The analysis revealed substantial variation in efficiency
scores, with 20% of schools identified as fully efficient. The average efficiency score was 0.90, suggest-
ing that, on average, schools could reduce inputs by 10% while maintaining current output levels. A
follow-up super-efficiency DEA model was applied to rank efficient schools and identify best-practice
examples that could serve as models for others. Based on super-efficiency scores, schools were grouped
into five performance categories — best practice, efficient, near-efficient, emerging, and low efficiency.
Additional findings suggest that larger schools tend to be more efficient and that benchmarking within
peer-size groups can help uncover high-performing schools that might otherwise remain under the radar.
The results underscore the importance of context-sensitive efficiency evaluation in education and high-
light the need for improved data on school characteristics to support more comprehensive, actionable
assessments.

Keywords: City of Zagreb, Data Envelopment Analysis, public primary schools, pure technical effi-
ciency, super-efficiency
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Original scientific paper.

1. Introduction

The growing number of studies on the efficiency of public services can be seen as a consequence
of the increasing demand for more and better public services worldwide. The most visible to and
important for each citizen, it is the efficiency of public services at the local level of government
that has been the most researched (e.g., [30], [31], [35]).

According to the theory of fiscal federalism, lower levels of government are more capable of
delivering public services to citizens because they have a greater understanding of the needs
of their inhabitants [42]. Similarly, Seabright [38] stresses that the local authorities’ physical
closeness to the end users fosters local authority accountability and improves public service
delivery because of better electoral controls. On the other hand, service delivery at the local
government level may impair efficiency if, for instance, there is limited managerial capacity, the
service relies on economies of scale, or if influential interest groups exert undue control over
local decision-making [26].

*Corresponding author.
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The efficiency of local public services refers to the extent to which local governments deliver
services to citizens, minimising use of resources while meeting public needs. The resources
necessary for the provision of public services are input variables (inputs). The services provided
are treated as output variables (outputs). Therefore, an input-output analysis can be used to
assess the efficiency of local governments — that is, their ability to deliver a greater quantity and
quality of public services using limited resources [26]. Results from various countries consistently
highlight significant disparities in efficiency scores among local governments, indicating the
existence of substantial room for improvement in the delivery of public services (e.g., [6], [33]).

The efficiency of public primary schools in the City of Zagreb has not been previously
assessed. Given the vital role primary education plays in shaping the future of pupils, families,
and society at large — and considering the limited resources within city budgets — it is essential
to identify which schools are able to optimize resource use while maintaining strong educational
outcomes. This study employs the deterministic nonparametric frontier method — DEA — to
evaluate the efficiency of 111 primary schools in the City of Zagreb during the 2022/2023 school
year. We identified 20% of schools as fully efficient, with an average efficiency score of 0.90 across
the sample. The super-efficiency DEA analysis allowed for the ranking of efficient schools and
the identification of five best-practice schools. Additional findings suggest that larger schools
generally demonstrate higher efficiency, and that benchmarking within peer-size groups can
reveal high-performing schools that might otherwise go unnoticed. This analysis serves as an
initial step toward identifying which primary schools in the City of Zagreb could improve their
efficiency in terms of the criteria used in the study. National and local governments, as well as
researchers, should give particular attention to schools with low efficiency levels and undertake
further analysis to uncover opportunities for improvement.

The structure of the paper is as follows: Section 2 reviews the literature on efficiency
measurement, with a focus on public services, education, and relevant findings from the Croatian
context. Section 3 describes methodology, context, and the data used in the analysis. Section
4 presents the results and discussion, while Section 5 offers a conclusion.

2. Literature review

Defining efficiency in public services is inherently complex. Farrell [18] distinguishes between
two key components: technical efficiency, referring to the ability to maximise output from a
given set of inputs, and allocative efficiency, which concerns using inputs in optimal proportions
to minimise cost. Expanding on this, Andrews and Entwistle [3], propose a broader framework,
including distributive efficiency — the equitable allocation of services among different social
groups — and dynamic efficiency, which considers the balance between current and future public
spending. While these definitions vary, technical efficiency remains the most widely applied
in empirical research, particularly due to its compatibility with quantifiable input-output rela-
tionships. As noted by Narbon-Perpina and De Witte [30, 31], technical efficiency (the ability
to maximise output from a given set of inputs) captures the cost-effectiveness and quality of
services delivered and is the definition adopted in this study. Efficiency assessments typically
rely on either parametric or non-parametric methods. Among parametric models, stochastic
frontier analysis (SFA) allows for random error in efficiency estimation and has been used in
studies such as Grosskopf et al. [22] and Conroy and Arguea [11]. Non-parametric meth-
ods, particularly DEA, have become increasingly prevalent due to their flexibility and ability
to handle multiple inputs and outputs without imposing a functional form [9]. Another non-
parametric approach, Convex Nonparametric Least Squares (CNLS), has also been applied in
efficiency analysis. Some scholars have combined both approaches for greater robustness (e.g.,
[13]), while De Witte and Lopez-Torres [14] provide an extensive review of these methodologies
in the education sector. DEA is also used for ranking by Dobos [16] in various areas. For
example, Sinha et al. [40] used CNLS to evaluate the efficiency of Indian general insurance
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companies, demonstrating the method’s potential for application in different sectors, Kumari
et al. [24] applied DEA to the stock market. Models of DEA continues to evaluate, e.g. inverse
DEA [21]. The modelling of educational efficiency often distinguishes between input-oriented
and output-oriented perspectives. While input-oriented models emphasise minimising resources
to achieve a given level of output, output-oriented models seek to maximise outcomes with the
available inputs.

In the education sector, schools are commonly treated as decision-making units (DMUs)
that convert resources into educational outcomes. Measuring their efficiency poses challenges,
particularly in defining appropriate output indicators. Primary education aims not only at
academic achievement but also at fostering behavioural, emotional, and social development. As
a result, outputs may include test scores, graduation or promotion rates, pupil satisfaction, or
engagement in extracurricular activities ([37], [19]). Input variables typically include school ex-
penditures, number of teachers, teacher qualifications, class size, and infrastructure ([15], [20]).
Due to data limitations, many studies use proxies and tailor their variables to the context and
availability of information.

In decentralised systems, several studies have assessed educational efficiency using local gov-
ernments as DMUs. Inputs commonly include public expenditures on education, while outputs
reflect the scale of service provision — most often the number of enrolled pupils, interpreted as a
proxy for demand [35]. Other studies adopt alternative proxies for education services provided,
such as the number of schools (e.g., [34]) or the number of classes per school [32]. Sampaio
de Sousa and Stosi¢ [36] propose more nuanced output indicators, including enrollment and
attendance rates, grade progression, and age-appropriate placement, aiming to reflect both the
quantitative and qualitative dimensions of service delivery.

Although DEA has not yet been applied to assess primary education efficiency in Croa-
tia, several studies have explored the factors influencing educational success at the primary
school level. Babarovié et al. [4] emphasise that pupils’ cognitive abilities are the most signif-
icant predictors of academic outcomes, followed by family background characteristics such as
parental education and household income. A nationwide study by Burusié¢ et al. [8], involv-
ing 842 primary schools, quantified these influences: pupil-related factors explained between
5.3% and 15.9% of the variance in achievement across subjects; teacher-related variables (e.g.,
gender, qualifications, continuity) added 0.2% to 1.1%, while school-level characteristics (e.g.,
size, governance, support staff, principal’s tenure) accounted for an additional 0.2% to 0.8%.
These findings highlight the importance of multi-layered contextual factors in modelling school
performance.

The literature review reveals three compelling reasons to examine primary education in
Croatia. First, existing research has highlighted persistent inefficiencies in Croatia’s public ed-
ucation spending compared to other EU member states (e.g., [41]). Second, existing research
on the efficiency of public primary education in Croatia remains limited. Third, to date, no
study has applied DEA or a similar method to evaluate the efficiency of primary education in
the Croatian context. To address this research gap, we focus on all primary schools established
by the City of Zagreb — the country’s capital and largest city — as a starting point for such
analysis.

3. Methodology, context, and data

3.1. Methodology

We use DEA to assess the PTE of primary schools. Analysing PTE allows us to assess how
efficiently a school utilises its available resources to achieve optimal educational outcomes. Each
school is treated as a DMU, meaning it is evaluated as part of a group that uses similar inputs to
produce comparable outputs. DEA establishes an empirical efficiency frontier, where a score of

3
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1 indicates full efficiency. This frontier is defined by minimizing inputs and maximizing outputs.
The efficiency frontier serves as an attainable benchmark that inefficient DMUs should aim to
reach. Any deviation from this frontier, as determined by the deterministic DEA method,
is considered inefficiency and may reflect the influence of random external factors, such as
institutional and socioeconomic conditions or measurement errors [10].

The most commonly used basic DEA models are: (1) the Charnes, Cooper and Rhodes
[9] model, which assumes that the production function shows a constant return to scale (CCR
model), and (2) the Banker, Charnes and Cooper [5] model which assumes a variable return to
scale (BCC model). The choice of model depends on the content of the analysis and whether
a short- or a long-term analysis is concerned. The CCR model primarily focuses on measuring
scale efliciency, aiming to evaluate whether a school’s size — defined by factors such as resources
and infrastructure — is optimised to achieve the best possible educational outcomes. The BCC
model measures PTE, i.e., how efficiently a unit utilises its available resources (inputs) to pro-
duce outputs, focusing solely on its management and operational practices, without accounting
for the scale of operations (i.e., whether the unit is operating at an optimal size). BCC as-
sumes variable returns where a proportional increase in input results in more or less than a
proportional increase in output.

Following Cooper et al. [12], if a set of n DMUs is considered (DMU;,j =1,...,n), cach of

them produces s outputs using m inputs. Let the x; = {x;;,7 = 1,..., m} represent the input
vector and y; = {y,;,r =1,..., s} the output vector of DMU;. The data set is determined by
input matrix X = (z;;,¢ =1,...,m,j=1,...,n) and output matrix ¥ = (y,j,r =1,...,s,j =

1,...,n). The fundamental aim of the DEA model is the evaluation of DMU efficiency. The
vectors XA and YA, A = (A1,...,An), A > 0 represents the proportions contributed by efficient
DMUs to the DMU projections onto the efficient frontier, and e is the unit vector.

In our paper, we employ the BCC input-oriented model. Seeking the efficiency score of the
DMU could be formulated as a standard linear programming model. The BCC input-oriented
model for evaluation of the DMU, that will be applied in our paper can be formulated as
follows:

6
e
subject to (1)

Yo +YA >0,
Oxg — XA >0,
ex=1,
A>0,

where xg and gy are vectors of inputs and outputs of the unit under evaluation, 6y is the BCC
efficiency score of the DMUy, and e’ is the unit row vector. The goal is to achieve assigned
weights that maximise the ratio for the particular DMU being analysed. Due to the setting
of real constraints, the optimal value is 1. An input-oriented DEA model aims to assess how
much input quantities can be proportionally reduced while maintaining the same output level.
If a unit is inefficient, it suggests there is potential to improve operations, such as through
better resource management, to achieve the same output with fewer inputs. This approach is
particularly relevant for public institutions facing pressures to reduce costs while maintaining a
certain level of services [6], which is why we have opted for the input-oriented approach. This
study adopts a variable returns to scale model, based on the assumption that schools may be
suboptimal in producing public services due to constraints, such as budget limitations [35].

4
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3.2. Context and data

Primary education in Croatia, typically lasting eight years, is both compulsory and provided
free of charge. Its objectives and responsibilities are defined by curricula set out by the Ministry
of Science, Education, and Youth (MSEY). Although primary schools can be established by
national, regional, and local authorities, as well as other legal entities and individuals, our
analysis specifically focuses on public schools established by the City of Zagreb. This choice
was driven by their considerable number, consistency in organisational structure and funding,
and the greater accessibility of relevant data. Additionally, focusing on this homogeneous group
enhances the comparability of results and ensures greater policy relevance at the city level. We
exclude specialised public primary schools for pupils with disabilities (e.g., Center for Autism,
Goljak Education Center, Suvag Polyclinic, and Nad Lipom Primary School) due to significant
differences in their curricula, resources, and educational objectives, making comparisons with
regular schools unsuitable.

Public primary schools in Croatia are funded by the central government, counties, and
cities. However, the majority of the funding comes from the central government, primarily
through MSEY. This funding covers teachers’ salaries and professional development, education
for children with developmental difficulties, gifted pupils, and ethnic minorities, as well as
initiatives related to digitalization and library resources (Eurydice Network [17]). Counties and
cities, as the governing authorities of public primary schools, are responsible for financing the
so-called decentralised functions. These include material costs, maintenance and investment in
infrastructure, equipment and teaching aids, pupil transportation, capital construction in line
with standards set by the central government, co-financing of extended and full-day programs,
and the provision of school meals (Eurydice Network [17]). Each year, the central government
sets a minimum financial standard for these decentralised functions. Funding is primarily
secured through an increased share of personal income tax allocated to counties and cities,
supplemented by equalisation grants in cases where these local governments cannot meet the
standard solely through tax revenue. Counties and cities may also provide additional funding
from their own budgets; for instance, the City of Zagreb has for many years provided free
textbooks to all primary school pupils.

Our research analyses 111 primary schools in the City of Zagreb in the 2022/2023 school
year. This year was selected as it is the most recent period for which comprehensive data are
available. Drawing on available data and existing literature, we selected two input variables at
the school level (see Table 1): total annual expenditures, representing overall resource input
(similar to [35]), and the number of teachers employed at each school, representing human
resource input (as in [36]). We considered three output variables at the primary school level:
average pupil grades, the number of pupils successfully passing the class, and the average points
pupils achieve when enrolling in secondary schools. These outputs capture distinct dimensions
of school performance. Specifically, average grades reflect the quality of teaching and learning,
passing rates indicate operational efficiency in delivering the curriculum, and secondary school
enrolment points show how effectively schools prepare pupils for subsequent educational stages
— a critical outcome of primary education. Previous studies have employed similar output
variables: average pupil grades (e.g., [7]), the number of pupils passing classes (e.g., [36], [7]),
and secondary school enrolment points (e.g., [1], at the national level). We expect that primary
schools with higher average pupil grades, higher pass rates, and higher average secondary school
enrolment scores achieve superior educational outcomes, both in terms of quality and quantity.
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Variable \ Definition and measurement Source
Inputs
Expenditures | xy; Total expenditures are based on data from school MF [27]
financial reports.
Teachers To;j The number of teachers as of November 1, 2022.**  MSEY [2§]
Outputs
Average Yij The average pupil grades at the end of the school MSEY][29]
grades year.
Pupils Y2; The total number of pupils who pass the class, i.e., MSEY][29]
passed the number of pupils who receive a passing grade.
Enrolment Y3 The average number of points achieved by pupils who MSEY|29]
points complete eight years of primary school for enrolment
into secondary school, based on their performance in
the summer and fall terms.***

Table 1: Definitions of variables used for public primary schools*
* All primary schools may have branch schools, which are included in our analysis.

** Since data on the number of teachers can vary significantly from day to day due to
frequent replacements and other factors, using figures for the entire school year would result
in unrealistically high numbers. Therefore, the situation as of November 1, 2022, was used to

obtain a more accurate and realistic number of teachers for the 2022/2023 school year.

*** The number of points that Croatian primary school pupils achieve when enroling in
secondary school is mostly based on their final school achievement from 5th to 8th grade and
the school achievement in a specific set of subjects from 7th and 8th grades (e.g., Croatian,
Mathematics). Pupils can also earn points based on criteria established through knowledge
competitions and school sports club competitions. Finally, an additional few points can be
awarded according to special criteria, including pupils with health problems, those living in
difficult economic, social, and educational conditions, Roma pupils, and pupils whose parents
are civil servants working on behalf of the Republic of Croatia abroad.

Note: The variable expenditures refers to the average values for 2022 and 2023; while the
variables teachers, average grades, pupils passed, and enrolment points correspond to the
2022/2023 school year. Data on both output and input variables are available upon request.
Source: Authors.

4. Results and discussion

The descriptive statistics in Table 2 for the 2022/2023 school year reveal significant differences
in the values of the variables, particularly in expenditures, number of teachers, and number
of pupils passed. Matija Gubec Primary School has the highest total expenditures (3,133,744
EUR), while Titu$ Brezovacki Primary School has the highest number of teachers (89). In
contrast, Savski Gaj Primary School has the highest number of pupils passed (1,139). Stjepan
Bencekovié-Horvati Primary School reports the lowest expenditures (541,028 EUR), the lowest
number of teachers (20), and the lowest number of pupils who pass the class (126). Dr. Vinko
Zganec Primary School has the lowest average grade for all pupils at the end of the school year
(4.09), while Matija Gubec Primary School has the highest (4.89). Finally, the highest average
number of points achieved by 8th-grade pupils for enrolment into secondary school is found
at August Harambasi¢ Primary School (84.45), while the lowest is at Zitnjak Primary School
(50.67).
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Variable \ Min Mean Median Max Standard deviation
Inputs

Expenditures 541,028 1,791,060 1,788,155 3,133,744 46,897.27

Teachers 20 54 54.30 89 1.43
Outputs

Average grades 4.09 4.68 4.65 4.89 0.01

Pupils passed 126 542 557.5 1,139 20

Enrolment points | 50.67 71.40 70.09 84.45 0.79

Table 2: Descriptive statistics for public primary schools
Source: Authors.

Our analysis employs model (1), which measures PTE — that is, how efficiently a school
utilises its resources (inputs) to generate outputs — focusing exclusively on internal management
and operational practices. Moreover, several authors point out that this approach is the most
commonly used and considered reliable for minimizing the risk of model misspecification [39].
The results of the efficiency analysis are presented in Table 3. The initial DEA model (1)
identified an efficiency frontier comprising 20% of the schools in the sample, each achieving a
full efficiency score of 1. The average PTE scores across the entire sample, as measured by
the initial DEA model (1), was 0.90. This indicates that, on average, schools could reduce
input usage by approximately 10% while maintaining the same output level. Building on the
initial DEA model, we conducted a supplementary super-efficiency analysis to make further
distinctions among the high-performing schools. Super-efficiency scores were calculated by
removing the evaluated DMU (achieving a full efficiency in model (1)) from the reference set,
allowing efficiency values to exceed 1 and enabling full ranking of efficient units [2]. This
additional analysis enabled a more precise ranking of the efficient schools and facilitated the
identification of benchmark units, thus providing valuable insights into best practices within
the system of primary schools in the City of Zagreb.

Based on the distribution of super-efficiency scores and the identification of leading units,
schools were grouped into five performance categories to allow a more refined interpretation of
efficiency levels. The categories are defined as follows:

1. Best practice: A selected group of highly efficient schools identified through super-efficiency
analysis as benchmarks. These schools not only score above 1 but also serve as reference points
for others due to their superior performance.

2. Efficient: Schools with a super-efficiency score greater than or equal to 1 but not included in
the best practice group. These schools operate efficiently but are not among the top-performing
benchmarks.

3. Near-efficient: Schools with scores between 0.95 and 1 (excluding 1), indicating performance
close to the efficiency frontier with little room for improvement.

4. Emerging: Schools with scores between 0.80 and 0.95 (excluding 0.95), showing moderate
deviation from the efficiency frontier and higher potential for improvement.

5. Low efficiency: Schools with scores below 0.80, reflecting the considerable room for perfor-
mance improvement.

This classification provides a clearer view of relative efficiency levels and supports the identi-
fication of top-performing schools as well as those with development management needs (Table
3). While the DEA identifies schools that are relatively efficient within the sample, it is impor-
tant to note that this does not necessarily mean a school is fully optimised in an absolute sense.
DEA evaluates each school’s performance in relation to others in the same dataset, rather than
against a theoretical maximum [23]. In other words, efficiency scores reflect how well a school
performs compared to its peers using the same set of resources, rather than whether it operates
at a universally optimal level.
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Primary school

PTE Super-efficiency Rank

Category

August Harambasi¢ 1 Benchmark 1 Best practice
Bartol Kasié 1 Benchmark 2 Best practice
Savski Gaj 1 Benchmark 3 Best practice
Titus Brezovacki 1 Benchmark 4 Best practice
Matija Gubec 1 Benchmark 5 Best practice
Stjepan Bencekovié-Horvati 1 1.5295 6 Efficient
Sredisce 1 1.5147 7 Efficient
Remete 1 1.3981 8 Efficient
Trnjanska 1 1.2743 9 Efficient
Ivan Cankar 1 1.2167 10 Efficient
Jabukovac 1 1.1633 11 Efficient
Alojzije Stepinec 1 1.0960 12 Efficient
Ksaver Sandor Gjalski 1 1.0799 13 Efficient
Pavlek Migkina 1 1.0655 14 Efficient
Ivan Filipovié¢ 1 1.0515 15 Efficient
Granesina 1 1.0507 16 Efficient
Marin Drzié 1 1.0472 17 Efficient
Josip Juraj Strossmayer 1 1.0445 18 Efficient
Dragutin Tadijanovié¢ 1 1.0281 19 Efficient
Gracani 1 1.0252 20 Efficient
Antun Gustav Matos 1 1.0046 21 Efficient
August Senoe 1 1.0027 22 Efficient
Vjenceslav Novak 0.9979 0.9979 23 Near-efficient
Izidor Krsnjavi 0.9979 0.9979 24 Near-efficient
Veceslav Holjevac 0.9911 0.9911 25 Near-efficient
Grof Janko Draskovi¢ 0.9898 0.9898 26 Near-efficient
Antun Branko Simi¢ 0.9864 0.9864 27 Near-efficient
Dragutin Domjanié 0.9781 0.9781 28 Near-efficient
Brestje-Sesvete 0.9718 0.9718 29 Near-efficient
Cucerje 0.9684 0.9684 30 Near-efficient
Josip Racic¢ 0.9661 0.9661 31 Near-efficient
Horvati 0.9630 0.9630 32 Near-efficient
Brezovica 0.9627 0.9627 33 Near-efficient
Cvjetno Naselje 0.9619 0.9619 34 Near-efficient
Dragutin Kuslan 0.9614 0.9614 35 Near-efficient
Bukovac 0.9585 0.9585 36 Near-efficient
Dr. Ante Starcevié¢ 0.9535 0.9535 37 Near-efficient
Sestine 0.9524 0.9524 38 Near-efficient
Retkovec 0.9514 0.9514 39 Near-efficient
Medvedgrad 0.9511 0.9511 40 Near-efficient
Vladimir Nazor 0.9490 0.9490 41 Emerging
Jure Kastelan 0.9484 0.9484 42 Emerging
Brac¢e Radié¢ 0.9471 0.9471 43 Emerging
Pantovcéak 0.9466 0.9466 44 Emerging
Lucko 0.9449 0.9449 45 Emerging
Luka-Sesvete 0.9420 0.9420 46 Emerging
Ljubljanica 0.9403 0.9403 47 Emerging
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’ Primary school PTE Super-efficiency Rank Category
Rapska 0.9395 0.9395 48 Emerging
Ivanja Reka 0.9376 0.9376 49 Emerging
Ivan Mazuranié 0.9358 0.9358 50 Emerging
Stenjevec 0.9319 0.9319 51 Emerging
Ante Kovacié¢ 0.9294 0.9294 52 Emerging
Vukomerec 0.9290 0.9290 53 Emerging
Sesvete 0.9271 0.9271 54 Emerging
Malesnica 0.9260 0.9260 55 Emerging
Borovije 0.9257 0.9257 56 Emerging
Zuti Brijeg 0.9241 0.9241 57 Emerging
Julije Klovi¢ 0.9233 0.9233 58 Emerging
Tin Ujevié¢ 0.9228 0.9228 59 Emerging
Sveta Klara 0.9219 0.9219 60 Emerging
Odra 0.9079 0.9079 61 Emerging
Vrbani 0.9073 0.9073 62 Emerging
Oton Ivekovié¢ 0.9066 0.9066 63 Emerging
Silvije Strahimir Kranjcevi¢ | 0.9064 0.9064 64 Emerging
Voltino 0.8968 0.8968 65 Emerging
Markusevec 0.8963 0.8963 66 Emerging
Sesvetska Sela 0.8960 0.8960 67 Emerging
Kralj Tomislav 0.8945 0.8945 68 Emerging
Matko Laginja 0.8941 0.8941 69 Emerging
Otok 0.8869 0.8869 70 Emerging
Spansko Oranice 0.8792 0.8792 71 Emerging
Kustosija 0.8789 0.8789 72 Emerging
Jelkovec-Sesvete 0.8784 0.8784 73 Emerging
Marija Juri¢ Zagorka 0.8767 0.8767 74 Emerging
Iver-Sesvetski Kraljevec 0.8752 0.8752 75 Emerging
Ivan Granda-Solblinec 0.8696 0.8696 76 Emerging
Sesvetski Kraljevec 0.8614 0.8614 7 Emerging
Rudes 0.8586 0.8586 78 Emerging
Mato Lovrak 0.8583 0.8583 79 Emerging
Ban Josip Jelaci¢ 0.8572 0.8572 80 Emerging
Fran Galovié¢ 0.8563 0.8563 81 Emerging
Dobrisa Cesari¢ 0.8541 0.8541 82 Emerging
Trnsko 0.8534 0.8534 83 Emerging
Mladost 0.8519 0.8519 84 Emerging
Lovro Pl. Mataci¢ 0.8491 0.8491 85 Emerging
Zaprude 0.8461 0.8461 86 Emerging
I. primary school Dugave 0.8393 0.8393 87 Emerging
August Cesarec 0.8377 0.8377 88 Emerging
Sesvetska Sopnica 0.8347 0.8347 89 Emerging
Nikola Tesla 0.8333 0.8333 90 Emerging
Gornje Vrapce 0.8319 0.8319 91 Emerging
Hrvatski Leskovac 0.8314 0.8314 92 Emerging
Dr. Vinko Zganec 0.8305 0.8305 93 Emerging
Ivan Mestrovié 0.8282 0.8282 94 Emerging
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’ Primary school PTE Super-efficiency Rank Category
Gustav Krklec 0.8145 0.8145 95 Emerging
Ivan Gunduli¢ 0.8054 0.8054 96 Emerging
Petar Preradovié 0.8025 0.8025 97 Emerging
Kajzerica 0.8014 0.8014 98 Emerging
Miroslav Krleza 0.8010 0.8010 99 Emerging
Davorin Trstenjak 0.7978 0.7978 100 Low efficiency
Zitnjak 0.7938 0.7938 101 Low efficiency
Dr. Ivan Merz 0.7719 0.7719 102 Low efficiency
Ivan Goran Kovacié 0.7645 0.7645 103 Low efficiency
Petar Zrinski 0.7572 0.7572 104 Low efficiency
Precko 0.7517 0.7517 105 Low efficiency
Antun Mihanovié¢ 0.7466 0.7466 106 Low efficiency
Fran Krsto Frankopan | 0.7443 0.7443 107 Low efficiency
Ivo Andri¢ 0.7306 0.7306 108 Low efficiency
Vugrovec-Kasina 0.7170 0.7170 109 Low efficiency
Jordanovac 0.6798 0.6798 110 Low efficiency
Grigor Vitez 0.5305 0.5305 111 Low efficiency

Table 3: DEA PTE and super-efficiency results with ranking and category assignment for 111
primary schools in the City of Zagreb
Source: Authors.

Best practice units — also referred to as benchmark units — are those that not only achieve
full efficiency but also serve as reference points in the construction of the efficiency frontier (
[12]). These schools are used as comparators for less efficient schools and play a key role in
defining what is considered optimal input-output performance. In the super-efficiency model,
best practice schools are identified by their ability to maintain or exceed an efficiency score of
1 even when they are excluded from the reference set. This indicates that they outperform
other schools without relying on themselves as benchmarks [25]. In our super-efficiency DEA
analysis, the schools identified as benchmarks are August Harambasi¢, Bartol Kasi¢, Savski Gaj,
Titus Brezovacki, and Matija Gubec. These schools not only demonstrate optimal performance
relative to their peers but also serve as exemplary models within the system. They represent a
tangible standard of excellence in both resource utilisation and educational outcomes and can
play a key role by sharing efficient practices with other schools.

Since Burusié¢ et al. [8] identified primary school size as a significant predictor of pupils’
academic success in Croatia; we also sought to examine whether schools with more pupils tend
to achieve higher efficiency scores. Interestingly, in the initial model (1), the average number
of pupils in efficient schools (score = 1) is almost identical to that of inefficient ones (565 vs.
557), suggesting that there is no clear relationship between school size and efficiency at this
level. However, a much larger difference emerges when examining the best practice schools
identified through the super-efficiency analysis. These schools have an average of 808 pupils,
compared to 547 in the remaining schools. This contrast suggests that while size alone may
not determine whether a school is efficient per se, it may influence the likelihood of becoming
a top-performing benchmark. In addition, among the best practice schools, two — Savski Gaj
and Titus Brezovacki — have the highest number of pupils in the entire sample, while four of
the five exceed the median pupil count (all except August Harambasic).

To explore whether school size influences efficiency outcomes and to minimise potential bias
in the efficiency assessment, an additional analysis was conducted. Schools were divided into
two groups based on the median number of pupils: lower-capacity schools (below the median)
and higher-capacity schools (above the median). For each group, average efficiency scores were
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calculated using the initial DEA model (1), without applying the super-efficiency extension (see
Table 4). This approach ensured that all schools, including those on the efficiency frontier (score
= 1), remained within the reference set, thereby preserving the comparability and integrity of
the sample. Full results and rankings from this analysis are available upon request from the
corresponding author.

School group Average efficiency Average efficiency
(full sample) (within their group)
higher-capacity (above median) 0.92 0.94
lower-capacity (below median) 0.88 0.92

Table 4: Average efficiency scores by school capacity group, model (1)
Source: Authors.

Table 4 highlights a clear distinction in average efficiency scores between the two groups. In
the full sample, the group of higher-capacity schools achieved a higher average efficiency score
(0.92) than that of lower-capacity schools (0.88). This difference persisted even when efficiency
was calculated within each group separately, with higher-capacity schools again outperforming
lower-capacity ones (0.94 vs. 0.92). These findings suggest a moderate scale effect, where larger
schools tend to operate more efficiently on average. While the gap is not large, its consistency
across both the full sample and group-specific analyses indicates that school size may confer
certain advantages in terms of input utilisation and output performance. Our findings align
with those of Babarovi¢ et al. [4], who, in a study of 842 primary schools in Croatia, found that
pupils in smaller schools tend to exhibit lower average academic performance. They attributed
this outcome to the specific operational characteristics of smaller schools, while also noting that
it may reflect structural features of Croatia’s primary education system. This reinforces our
earlier observation that best practice schools tend to have higher pupil numbers and underscores
the importance of considering school size in both policy recommendations and the interpretation
of DEA-based efficiency results.

Moreover, after dividing the sample into two groups based on the median number of pupils,
four of the original five best practice schools retained their benchmark status within the higher-
capacity group (Savski Gaj, Titus Brezovacki, Bartol Ka$i¢, and Matija Gubec), while the
one school below the median (August Haramba$i¢) remained a benchmark within the lower-
capacity group. In addition, five new benchmark schools emerged within the lower-capacity
group — Jabukovac, Kustosija, Ivan Cankar, Izidor Krsnjavi, and Jordanovac — which had not
been recognised as such in the full-sample analysis. These findings suggest that conducting
efficiency analysis within more homogeneous groups allows for the identification of additional
efficient units that may otherwise be underestimated when compared to significantly larger
peers. In other words, smaller schools sometimes appear less efficient when compared with
larger peers, although within their own peer group, they may demonstrate high performance.

5. Conclusion

This paper assessed the PTE of 111 public primary schools in the City of Zagreb in the
2022/2023 school year, using an input-oriented DEA — BCC model. The analysis aimed to
evaluate how efficiently schools utilise available resources — measured by expenditures and the
number of teachers — to generate key educational outcomes, including pupil achievement (aver-
age grades), academic progression (number of pupils passed), and preparedness for secondary
education (secondary school enrolment points). The initial DEA model (1) identified 20% of
schools as fully efficient, indicating a considerable share of schools already operating at the
efficiency frontier. However, the average efficiency score of 0.90 in the full sample suggests that

11



CRORR 17:1 (2026), 1-15 Stani¢ et al.: Assessing the pure technical efficiency of public primary schools...

most schools could achieve the same level of output with approximately 10% fewer inputs. To
further differentiate among efficient units, a super-efficiency DEA analysis was applied, which
enabled the ranking of efficient schools and the identification of five best practice public pri-
mary schools that serve as benchmarks: August Harambasi¢, Bartol Kagi¢, Savski Gaj, Titus
Brezovacki, and Matija Gubec. In addition to individual efficiency scores, schools were grouped
into five performance categories — best practice, efficient, near-efficient, emerging, and low effi-
ciency — based on the results of the super-efficiency analysis. This classification provided a more
nuanced understanding of performance levels across schools and allowed for the identification
of both high-performing units and those with greater potential for improvement.

The results also point to a possible impact of size on efficiency outcomes. While the ini-
tial DEA model showed almost no difference in average pupil numbers between efficient and
inefficient schools, in super-efficiency analysis, best practice schools had a considerably higher
average number of pupils, suggesting that school size may be associated with top-level efficiency.
Additional analysis by capacity groups confirmed this finding: higher-capacity primary schools
(those with pupil numbers above the median) achieved slightly higher average efficiency scores
(0.92 vs. 0.88) in the full sample, a trend that remained consistent even within group-specific
evaluations.

Furthermore, when schools were analysed within more homogeneous, size-based groups,
additional efficient schools — including some smaller ones — emerged as benchmarks. This
suggests that smaller schools may appear less efficient when directly compared to much larger
peers, despite performing strongly within their own context. These findings underscore the
importance of adjusting efficiency analyses to take account of structural characteristics, such as
school size, highlighting the need for fairer and more context-sensitive evaluation approaches in
public education.

Policymakers should be aware/take into consideration that school size alone does not deter-
mine efficiency, and smaller schools may operate efficiently given their specific constraints and
environments. In light of these results, uniform efficiency improvement strategies may not be
appropriate. Instead, differentiated policy measures are recommended, tailored to the specific
conditions and capacities of schools of different sizes. In general, the results of this paper can
support evidence-based decision-making in education planning. By identifying schools with
high efficiency and those with management improvement potential, local and national author-
ities can allocate resources more effectively, promote knowledge sharing between schools, and
enhance the overall quality and efficiency of public education.

A key limitation of the analysis lies in the availability and comprehensiveness of the in-
put and output data. Expanding the set of performance indicators — especially qualitative
or curriculum-related dimensions — and applying mixed methods, such as stakeholder surveys
or case studies, would enrich future analyses. Therefore, the MSEY should consider producing
and publishing additional data that could serve as valuable inputs and outputs for assessing the
efficiency of public primary education. Furthermore, data on the characteristics of best practice
schools and other contextual factors influencing performance would support a more in-depth
interpretation of efficiency results. Relevant variables could include tracking average grades
in the first year of secondary school, as a more direct and meaningful measure of long-term
educational outcomes, pupil participation and success in academic competitions, the number
and composition of school staff (e.g., teachers, teaching assistants, cleaners, cooks, janitors),
teacher qualifications beyond the basic requirements, principal tenure, and the extent of ex-
tracurricular or curriculum-enriching activities. Additionally, information on schools’ cultural
and public engagement could offer further insights into their broader contributions to pupils’
educational experiences. To complement quantitative data, surveys or interviews with school
staff and community members could provide valuable perspectives on how efficiency in primary
education is defined and perceived. For example, Burusi¢ et al. [8] used survey data to investi-
gate the determinants of school efficiency at the primary level. Regular implementation of such
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surveys would support the development of high-quality datasets for future research. Finally, to
strengthen empirical findings, conducting case studies on selected schools could help uncover the
underlying reasons for differences in efficiency scores, offering a more nuanced understanding
of the factors driving variation in school performance.

Future research could go beyond the assessment of PTE by examining the scale efficiency of
public primary schools, which considers whether schools operate at an optimal size to maximise
educational outcomes while minimising resource use. Moreover, incorporating complementary
methodologies such as SFA could provide deeper insights — not only identifying efficient schools
but also exploring how different inputs and external contextual factors influence efficiency out-
comes. Adopting this broader analytical approach would support a more comprehensive under-
standing of the drivers of school performance and help pinpoint areas with the greatest potential
for improvement.
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expressed are solely those of the authors and do not necessarily reflect the official views of the
European Union or the European Commission. Neither the European Union nor the European
Commission can be held responsible for them.
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1. Introduction

Queueing theory offers effective tools for analyzing and addressing congestion issues across nu-
merous real-world and industrial domains. Applications span a broad spectrum, including emer-
gency response systems, computing environments, customer service centers, online platforms,
communication infrastructures, and various service facilities such as banks and governmental
institutions [8, 11, 20, 17].

Queueing systems involving working vacations have been widely studied due to their oper-
ational importance in various sectors, such as manufacturing, service networks, transportation,
telecommunications and computing systems. Unlike traditional vacation models, where the
server becomes completely inactive, working vacation systems permit service continuation at
a reduced rate during vacation periods. This approach enhances resource utilization efficiency
and minimizes total system downtime. Given their practical significance, these systems have
attracted considerable academic interest, beginning with the foundational work of Servi and
Finn [19], followed by further developments by Jain and Agrawal [12], Baba [1, 2], Banik et al.
[3], Bouchentouf et al. [5], among others.

Despite the advantages offered by these systems, customer impatience remains one of the
major challenges affecting their performance. Prolonged waiting times may prompt customers
to exhibit behaviors such as reneging—leaving the system before receiving service—or balking—
deciding not to enter the system at all. Such behaviors can significantly reduce service efficiency
and result in substantial revenue losses, making customer impatience a critical factor in queueing
system design. In recent years, working vacation queues that incorporate customer impatience
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have been the subject of numerous analytical studies. For instance, Selvaraju and Goswami
[18] discussed a M/M/1 queue by evaluating the impact of single versus multiple working
vacation policies in the presence of both balking and reneging. Then, Laxmi and Jyothsna
[15] investigated a GI/M/1/N queue incorporating balking behavior and multiple working
vacations. Building on this work, Goswami [10] undertook a systematic analysis of a GI /M /1/N
queueing model with multiple working vacations, emphasizing the joint effects of balking and
reneging on performance metrics.

As mentioned earlier, customer impatience can result in the loss of potential clients and a
decline in a firm’s revenue. To mitigate this issue, businesses adopt various customer retention
strategies with varying degrees of effectiveness. Retaining customers is particularly vital for
organizations that frequently encounter impatience-related challenges. Companies employ dif-
ferent approaches, such as increasing service rates or introducing additional service channels,
to encourage customers to remain in the system. For a comprehensive discussion on customer
retention mechanisms, interested readers are referred to the works of Kumar and Sharma [14],
Madheswari et al. [16], Yang and Wu [21], Bouchentouf et al. [4], among others. In real-life
scenarios, customers may re-enter the system due to dissatisfaction with the initial service, as
observed in supermarkets, hospitals, post offices, banks, and computer networks. The Bernoulli
feedback mechanism models this behavior by describing situations in which customers, after
receiving unsatisfactory service, either permanently exit the system or rejoin the queue with
a certain probability. Additional insights can be found in [13, 6, 7, 9]. In the present paper,
we perform a stationary analysis of a GI/M (k)/1/N Bernoulli feedback queue model that in-
corporates multiple working vacations, state-dependent service rates, customer reneging due
to impatience, and the retention of reneged customers. Our study investigates the complex
interplay among these factors, which are common in practical service systems, yet rarely ex-
amined together in the queueing literature. This work makes a contribution in this regard.
Using supplementary variable and recursive techniques, we derive steady-state probabilities at
pre-arrival and arbitrary epochs. Furthermore, we present various system performance metrics
and establish the economic model. Moreover, we carry out a numerical analysis to illustrate
how queueing parameters influence key performance measures and economic characteristics.

The rest of this paper is structured as follows. Section 2 outlines the main assumptions and
introduces the notation used throughout the model. Section 3 presents a detailed analytical
study and derives the key performance metrics. Section 4 develops the cost evaluation frame-
work. Numerical results and discussions are given in Section 5. Finally, Section 6 concludes
the paper.

2. Description of the model

We consider a GI/M(k)/1/N queueing model that incorporates Bernoulli feedback and cus-
tomer impatience behaviors (balking and reneging). The service rates are state-dependent dur-
ing normal busy periods and working vacations, which include multiple working vacations. The
assumptions and notations introduced below will be used consistently throughout the paper.

e The inter-arrival times of successive arrivals are assumed to be independent and iden-
tically distributed (i.i.d.) random variables with cumulative distribution function A(u),
probability density function a(u) for u > 0, Laplace-Stieltjes transform (LST) A*(s), and
mean inter-arrival time 1/\ = —A*(1(0), where h(1) (0) denotes the first derivative of h(s)
evaluated at s = 0.

e The system’s capacity is limited to N customers. When a customer arrives and finds &
customers in the system, they join the queue with probability 6 (where 0, = 1 — 0y, is
the balking probability). Specifically, 6y =1, 0 < €11 <Oy <1for 1 <k < N —1, and
Oy = 0 to prevent joining when the buffer is full.
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e Service is provided by a single server following a FIFO queue discipline. Service durations
are exponentially distributed with parameters p;. When the server has no customers to
serve and becomes idle, it proceeds to a working vacation period. The working vacation
times follow an exponential distribution with mean of 1/¢. During a working vacation
period, the server operates at a reduced service rate compared to regular periods, reflecting
lower resource availability. The service durations during the working vacation period are
also exponentially distributed with parameter vy, where vy < ug for 1 < k < N. During
both the busy period and the working vacation period, the server can change its service
rate when serving the same customer, depending on the system state. The average service
rates are v = ij:l v /N for working vacations and p = Zgzl uk /N for regular busy
periods.

e Upon entering the system, if a customer encounters an unavailable server—whether during
normal busy periods or working vacations—they activate an impatience timer 7', assumed
to follow an exponential distribution with rate parameter . If their service is not com-
pleted before the timer expires, they may abandon the queue with probability o and will
never return to the system. Alternatively, with probability @ = 1 — «, they may be re-
tained in the system through a retention mechanism. It is assumed that the impatience
timers of all customers are independent of the number of customers waiting in the queue.

o After receiving unsatisfactory service—whether during the working vacation or normal
periods—a customer may return to the system with probability £ as a feedback customer
for another regular service, or leave the system permanently with probability 3, where
B+ B =1. No distinction is made between new arrivals and feedback arrivals.

All random variables involved in the system—namely, impatience timers, service times, working
vacation periods and inter-arrival times—are considered to be mutually independent.

3. Analysis of the model

In this section, we study the system in steady-state using the supplementary variable technique.
The state of the system at time ¢ can be described by a continuous-time Markov process
{(L(t), S(t),U(t)),t > 0}, with state space expressed as

Q={(0,0,u) U (k,0,u) U (k,1,u):1 <k <N,u>0},
where:
e L(t) denotes the number of customers in the system at time ¢
e U(t) denotes the remaining inter-arrival time until the next customer arrival

e S(t) denotes the state of the server at time ¢, defined as

S(t) = {O, if the server is in a working vacation period,

1, if the server is in a normal busy period.

Let us define the joint probabilities as

Py o(u,t)du =P(L(t) = k,u <U(t) < u+du,S(t) =0),u >

0
Pii(u,t)du =P(L(t) = k,u <U(t) <u+du,S(t)=1),u>0
Then, in steady-state, we have

Pk,()(u):tlizgopk,o(uvt)a OSkSN; Pk,l(u):tli)I&Pk,l(uat)7 1<ELN.
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3.1. Governing equations

By employing the probabilistic arguments and using the remaining inter-arrival time as the

supplementary variable, we observe the state of the system at two consecutive time epochs, ¢

and t + dt. Taking tlim and after some simplification, we have the following set of differential
—00

difference equations.

— P33 (u) = Bua Pra(u) + B Pro(w), (1)

~P{(w) = ~[Buk + ¢ + (k — 1)ag]Py.o(u) + [Brisr + ko] P o(u) ,

+a(u)[0r—1Pr—1,0(0) + 0, Pe0(0)] ,1 <k <N -1, ()

—P\{(u) = —[Bun + &+ (N = 1)a&] Py o(u) + a(w)[fn -1 Py-10(0) + Pno(0)],  (3)

— P (1) = —Bur Py (u) + ¢Pro(u) + (Buz + a€) Pa1(u) + a(u)fr Pr,i (0), (4)

—P{)(u) = (B + (k — 1)a€] Py (u) + [By1 + ko] Prg 1 () 5
+¢Pyo(u) + a(u)[0k—1Pe—11(0) + 0, P, 1(0)], 2<k <N —1,

—Py) () = =[Bun + (N = 1)ag] Py 1(u) + ¢ P o(u) "

+a(u)[9N,1PN,1’1(O) + PNyl(O)],

where Pj; ¢(0),0 < k < N and P 1(0),1 < k < N are the respective rate probabilities with the
remaining inter-arrival time equal to zero denoting that an arrival is about to occur. Then, we
introduce the following Laplace-Stieltjes transforms of the steady-state probabilities as

oo o0
Pro(s) = /o e *“Pro(u)du, 0 <k <N, Pp(s) = /0 e " Pya(u)du, 1 <k <N.

Let Pro = P,j’o(()), 0<k<Nand Py = P;’I(O),l < k < N, be the steady-state probabilities
of k customers in the system when the server is in state j = 0,1 at an arbitrary epoch.

Let P,; 0,0 <k <N, and ij 1-1 <k < N, denote the steady-state probabilities at a pre-arrival
epoch, that is, an arrival sees k customers in the system and the server is in state j = 0,1, at
the arrival epoch.

Theorem 1. The steady-state probabilities at an arbitrary epoch in terms of the steady-
state probabilities at a pre-arrival epoch are respectively expressed as follows:

A _
Pno=—0N-1Py_;
N

_ by _ B
Pk,O = ka+l,0 + % (gk—lpk_Lo - akpk,0>7k =N - ]-7 ceey ]-7

A _
Pyi= iPN,o +—0Onv_1Py_1 1,
TN IN ’

A _ _
Pk,l = k1 Pk+1’1 + ﬂ,P]ao + — <9k1Pk—l 1 QkPk 1) Jk=N-—-1,...,2,
Tk Tk Tk ’ ’

¢

72
Pii1="=P+—
71 Y1

A
Piog— —0,P,
1,0 P 157
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where Py can be computed by using the normalization condition, that is,

N N
Poo=1- (Zpk,o+zpk,1>7
k=1 k=1

with g = v + ¢ + (K — 1)ag and, v, = Sur + (K — 1)ag, for 1 <k < N.

Proof. The steady-state probabilities at arbitrary epochs are obtained by following the
same analytical approach adopted in [3, 15, 10|, which is based on the supplementary variable
technique combined with recursive methods. O

2. Measures of performance

In this subsection, we derive and outline several important performance metrics for the proposed
model, based on the steady-state probabilities at arbitrary epochs as established in the preceding
subsection. These performance measures are as follows:

e The probabilities that the server is idle during a working vacation period (II;), busy
during a working vacation period (ITy ), and busy during a normal busy period (IIg) are
given by:

N N

I, =Pyo, Tw=>)» Peo, M=) P
k=1 k=1

e The average number of customers in the system (L) and the average number of customers
in the queue (L,) are given by:

N
= k(Pro+Pr1), Lg=> (k—1)(Peo+ Pia).
k=1 k=2

e The expressions for the average balking rate (B,) and number of customers served (.S.)
are as follows:

N

N N
B, = Z Ni(Pio+ Pra), Se=8 Z Vg Pyo + B Z P 1

k=1 k=1 k=1

e The expressions for the average reneging rate (R,) and retention rate (R, ) are as follows:

Mz

N
= (k= 1)a&(Pyo + Pr1);
k=1 k:l

k—1)ag(Pro + Pr1).

Remark. Under the assumption of state-independent service rates (u = p and v, = v for all
k=1,...,N), with 8 =1 (implying no feedback customers) and o = 1 (indicating no retention
of reneged customers), our model coincides with the queueing system examined by Goswami
[10]. Furthermore, if we additionally assume that customers are patient ({ = 0), our model
aligns with the framework introduced by Laxmi and Jyothsna [15]. Finally, by further imposing
the absence of balking behavior (8, = 1 for all 0 < k£ < N — 1), our model simplifies to the
system studied by Banik et al. [3].
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4. Economic model

To construct the economic model, we consider the following cost (in unit) elements associated
with different events:

e Costs incurred based on the server’s operational state and waiting customers:

C1: Cost when the server is idle during a working vacation period.

- (C5: Cost when the server is busy during a working vacation period.

- (C5: Cost when the server is busy during a normal busy period.

- C4: Cost when customers join the queue and wait for service.

e Costs associated with impatient customers:

- C5: Cost when a customer balks. - Cg: Cost when a customer reneges.
- C7: Cost when a reneging customer is retained.

e Service-related costs:

- Cg: Cost per service. - Cy: Cost of serving a feedback customer.

Let R represent the revenue earned per serviced customer. The economic measures of the
system are defined as follows:

e The total expected cost incurred by the system per unit time (7¢) is computed as follows:

Te = C11f + Colly + C3llg + CyLy + Cs B, + Cg R, + C7Re + (1 + v)(Cs + BCy).

e The total expected revenue generated by the system per unit time (T%) and the corre-
sponding total expected profit (Tp) are computed as follows:

TR:RXSC, Tp =T —1Tc.

5. Numerical illustrations and discussion

This section presents numerical examples for the state-dependent service rates and multiple
working vacations in a GI/M (k)/1/N queue. Various inter-arrival time distributions, including
deterministic (D) and Erlang-3 (E3), are considered. The outcomes, illustrated through graphs
and tables, reveal the influence of changing system parameters on key performance metrics
such as total expected cost, total expected revenue, and total expected profit. To achieve this,
we developed an R program, authored by us, to demonstrate the practical applicability of the
formulas derived in the previous sections. For this numerical study, we selected arbitrary values
for different system parameters and costs. The cost elements used in the study are C; = 5,
0227, 03210,04:10,05:4,0624, C’7=8,C’8:10,09:5,andR=100. The
following cases are considered:

k _
e O =1— N Mk = 1.2k, vy = 0.8k, ¢ = 4.2, 8 = 0.3, @ = 0.4, and N = 8. This case is
presented in Table 1 and Figure 1.

o 0 = e O =14k, v, = 0.7k, ¢ = 5.0, A = 3.0, £ = 0.8, and N = 9. This case is
presented in Figure 2 and Table 2.
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With balking Without balking
A=26 A=29 A=3.2 A=2.6 A=29 A=3.2
II; 0.186887 0.162467 0.142026 0.133298 0.107545 0.086755
Iw 0.105808 0.102906 0.099548 0.075771 0.068406 0.061075
IIs 0.707305 0.734628 0.758426 0.790931 0.824049 0.852169
£=06 L, 0.920353 1.049017 1.175376 1.418935 1.654920 1.892920
"~ B 0.563376 0.683875 0.813340 0.005055 0.010301 0.019089
R, 0.331327 0.377646 0.423135 0.510817 0.595771 0.681451
R 0.220885 0.251764 0.282090 0.340545 0.397181 0.454301
Tc 126.797565  129.129316  131.447604 131.583395 134.907988  138.248770
II; 0.203947 0.179824 0.159471 0.152830 0.126448 0.104680
IIw 0.115384 0.113815 0.111691 0.086810 0.080370 0.073639
Iz 0.680669 0.706361 0.728838 0.760360 0.793182 0.821681
£=09 Lg 0.820113 0.935488 1.049293 1.228458 1.432768 1.640300
"~ B, 0.525254 0.636428 0.755929 0.002580 0.005380 0.010211
R, 0.442861 0.505164 0.566618 0.663367 0.773695 0.885762
R. 0.295241 0.336776 0.377745 0.442245 0.515797 0.590508
Tc 126.569633 128.874890 131.172654 130.961746 134.197009 137.466633
II; 0.218805 0.195175 0.175147 0.170192 0.143644 0.121390
IIw 0.123704 0.123443 0.122579 0.096603 0.091233 0.085331
Iz 0.657492 0.681382 0.702273 0.733204 0.765123 0.793279
£=12 L, 0.739351 0.843670 0.946880 1.081576 1.260746 1.443499
“ B, 0.494177 0.597580 0.708693 0.001392 0.002957 0.005717
R, 0.532333 0.607443 0.681754 0.778735 0.907737 1.039320
R. 0.354888 0.404962 0.454502 0.519157 0.605158 0.692880
Tc 126.373521 128.650281 130.923132 130.448754 133.599580 136.795234

Table 1: The impact of £ and X on system characteristics in the D/M(k)/1/N queue model.

Table 1 and Figure 1 illustrate the influence of the arrival rate A and the reneging rate £ on
several key performance measures, as well as on the total expected cost, revenue, and profit,
under the assumption of a deterministic inter-arrival time distribution.

e When the reneging rate £ is fixed, an increase in the arrival rate A results in higher values
of the average number of customers in the system L, and in the queue L, the probability
that the server is in a normal busy state IIg, the average number of customers served
S., and the average rates of balking B,., retention R,., and reneging R.. Conversely, the
probabilities that the server is idle II; or working during a vacation period Il decrease.
This is because a higher arrival rate increases the system congestion, which leads to greater
impatience among customers and consequently a rise in reneging. Implementing customer
retention strategies may help retain more customers in the system, thereby improving the
average retention rate. Moreover, as L, increases with A, the average balking rate also
rises. In addition, a higher A increases the number of served customers, which in turn
leads to higher values of total expected cost T, total expected revenue Ty, and total
expected profit Tp.

e For a fixed arrival rate A, increasing the reneging rate £ causes decreases in B,., Ly, L,
S¢, and IIp. Meanwhile, the average reneging and retention rates R, and R., along
with the probabilities IT; and Iy, increase. This behavior is due to the fact that a higher
reneging rate reduces the average number of customers in the system and shortens waiting
times, which leads to fewer customers choosing to wait (balking), and consequently lowers
the average balking rate. However, the increase in customer loss caused by impatience
reduces the total expected revenue Tr and total expected cost T, which ultimately results
in a lower total expected profit Tp. The results conclusively demonstrate that customer
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Figure 1: The impact of & and A on Lg, S., Tr and Tp.

impatience significantly degrades the system’s economic performance metrics, confirming
its substantial adverse effect on operational profitability.

Figure 2 and Table 2 illustrate the influence of the feedback probability 5 and the retention
probability of reneged customers @ on various system performance indicators, as well as on the
total expected cost, revenue, and profit, assuming that the inter-arrival times follow an Erlang-3
distribution. The main observations are as follows:

e When 73 is held constant, an increase in @ leads to growth in the average number of
customers present in the system L, and in the queue L,, the average balking rate B,, and
the average retention rate R.. In contrast, the average reneging rate R, decreases, which
aligns with expectations. Consequently, the probability that the server is operating in a
regular busy period IIg increases, while the probabilities of the server being idle II; or
working during a vacation period Il decrease. These changes also result in an increase
in the average number of customers served S.. As @ increases, the total expected cost T,
total expected revenue T, and total expected profit Tp all rise. Thus, a higher retention
probability positively contributes to both operational efficiency and profitability.

e When @ is fixed, raising the feedback probability /3 results in increases in Ly, Ly, By, R,
R., and S., as would be intuitively anticipated. This causes a drop in the probabilities
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With balking Without balking
a=0.3 a=0.5 a=0.7 a=0.3 a=0.5 a=0.7
II; 0.186502 0.172795 0.157503 0.149592 0.134941 0.118978
Iw 0.104780 0.097120 0.088562 0.084230 0.076013 0.067049
IIs 0.708718 0.730085 0.753935 0.766178 0.789046 0.813974
5=03 L, 0.948604 1.043480 1.158561 1.244632 1.380842 1.545851
By 0.471158 0.500069 0.535518 0.046996 0.065215 0.092240
R, 0.531218 0.417392 0.278055 0.696994 0.552337 0.371004
R 0.227665 0.417392 0.648794 0.298712 0.552337 0.865677
Tc 108.595008 110.813442 113.502055 111.336317 114.319574 117.965873
II; 0.098580 0.085862 0.072150 0.072766 0.060514 0.047900
Iw 0.056439 0.049173 0.041333 0.041727 0.034712 0.027485
Iz 0.844980 0.864964 0.886517 0.885506 0.904774 0.924616
305 Lg 1.306120 1.461307 1.654829 1.707834 1.920901 2.180379
A=0. B, 0.590257 0.637761 0.699348 0.106555 0.153162 0.224286
R, 0.731427 0.584523 0.397159 0.956387 0.768360 0.523291
R. 0.313469 0.584523 0.926704 0.409880 0.768360 1.221012
Tc 122.068469 125.476554 129.738197 125.995139 130.510280 136.115247
II; 0.034778 0.026437 0.018263 0.022303 0.015592 0.009653
IIw 0.020289 0.015426 0.010659 0.013024 0.009107 0.005639
Iz 0.944933 0.958137 0.971078 0.964673 0.975300 0.984707
B0 L, 1.829330 2.088379 2.418199 2.355374 2.674136 3.050476
A=0. B, 0.757664 0.845329 0.968873 0.254126 0.375068 0.559279
R, 1.024425 0.835352 0.580368 1.319009 1.069654 0.732114
R. 0.439039 0.835352 1.354191 0.565290 1.069654 1.708267
Tc 137.924211 143.335867 150.314194  143.443008 150.197202 158.496285

Table 2: The impact of B and @ on system characteristics in the E3/M(k)/1/N queue model.

II; and Iy, and a corresponding rise in IIz. Furthermore, increases in 3 translate into
higher values of T, Tk, and Tp. These observations are in full agreement with real-
world behavior, indicating that higher feedback probabilities strengthen the economic
performance of the system.

Analyzing the data presented in Tables 1-2 and Figures 1-2, it is evident that the performance
indicators Ilg, Ls, Ly, Ry, Re, Sc, as well as T, Tr, and T'p attain higher values in the absence
of balking compared to the scenario with balking. In contrast, the metrics I, Ilyy, and B,
exhibit increased values when balking behavior is included. These findings are fully consistent
with the expected theoretical behavior of the system.

6. Conclusions and future work

This article investigates a non-Markovian queueing system with a limited buffer, where ser-
vice rates vary depending on the system state during both normal busy and working vacation
periods. The model incorporates the behavior of impatient customers as well as a Bernoulli
feedback, all under a multiple working vacation policy. The developed framework is applicable
to a broad range of practical environments, including industries facing congestion challenges,
such as customer service centers, production lines, and communication infrastructures. Steady-
state equations and system size probabilities at pre-arrival and arbitrary epochs are derived
using the supplementary variable technique and recursive methods. Key performance mea-
sures are obtained, and an economic model is established. Numerical experiments evaluate the
sensitivity of the system’s performance metrics and economic indicators to variations in key
parameters. The model can be further extended to accommodate multiple servers, as well as
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Figure 2: The impact of 8 and @ on Ly, S., Tr and Tp.
server breakdowns and repairs.
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Abstract. Parametric programming is one of the notable approaches to expressing the uncertainties
encountered in real life. Many studies express the parameters of the objective function and right-hand
side parametrically, but only a few include the parametric coefficient matrix of the constraints. This
paper examines the feasibility and optimality conditions of the simplex table and proposes a simplex-
based algorithm (dual-simplex, generalized-simplex, or primal-simplex). In the solution process, each
case is considered independently through the mathematical analysis of simplex multipliers. Distinct
numerical examples illustrate each case to demonstrate the algorithm’s implementation.
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1. Introduction

The essential methods used to model uncertainty in the literature include deterministic, prob-
abilistic, stochastic approaches, fuzzy mathematics, and interval arithmetic. The deterministic
approaches contain mainly robust and parametric programming modeling. The parametric
programming problem involves modeling uncertainties using parameters. It can be classified
according to the location of the parameter (objective function, left-hand side (LHS), and right-
hand side (RHS)) as well as the number of parameters (single or multi). Despite significant
theoretical advancements in these classifications, it is observed that a limited number of studies
have been conducted where the single parameter is on the LHS of the constraints in a Linear
Programming (LP) problem.

A widely used algorithm in LP is a known simplex method that finds the optimal solution
maximizing or minimizing a linear objective function, subject to linear (in)equality constraints.
The method starts at a vertex of the feasible region and then moves from vertex to vertex
along the edges of the feasible region. The method persists until it reaches the optimal vertex,
where it either maximizes or minimizes the objective function. This method efficiently solves
large-scale LP problems and is fundamental in operations research for problems such as resource
allocation and production planning.
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Sensitivity analysis shows how parameter changes affect the optimal solution and examines
how changes in the parameters affect the optimal solution. Ranges on the objective function
coefficients and RHS values can describe the sensitivity of an optimal solution. These ranges
were valid for one objective-function coefficient or RHS value change, while the remaining
problem data are fixed. For instance, shadow prices determine changes in the objective function.
Shadow prices, also known as dual prices, indicate how much the objective function would
change if there is a one-unit increase in a constraint’s RHS, assuming all other factors remain
constant [10]. Therefore, a positive shadow price indicates that an increase in the resource will
enhance the objective function and help prioritize resources with a higher marginal benefit. In
contrast, a zero shadow price indicates a slight increase in the resource does not impact the
objective. Sensitivity analysis helps determine the stability of the optimal solution and provides
insight into which constraints or variables are most critical.

Khalilpour [6] presented a detailed chronological literature review on parametric optimiza-
tion introduced in 1953. Here is a summary of recent literature in this field: Zuidwijk [17]
provided the characterization of the objective function in terms of the parameter by applying
realization theory to parametric sensitivity analysis. Ferris et al. [4] reviewed the sensitivity
analysis for the parametric optimization of the objective function and RHS. In the study of
Jongen et al. [5], one-parametric optimization problems were discussed, considering the local
structure of the semi-infinite singularities. The parametric uncertainties in the objective func-
tion and RHS were looked into by Dua and Pistikopoulos [3] using a primal-simplex step to move
from one basis to its neighbor. Using some classic results from matrix algebra, Khalilpour and
Karimi [6] developed a two-stage iterative method to solve parametric optimization problems
with a single parameter on the LHS. Charitopoulos [1] presented a method using Karush-Kuhn-
Tucker conditions to solve a general Parametric LP (PLP) problem having uncertainties. In
the study of Kolev and Skalna [7], an interval constraint satisfaction technique was proposed
by obtaining the interval hull solution to a PLP problem. Yu and Monniaux [16] proposed
a method using PLP for computations on polyhedral projection. In the study of Sivri et al.
[11], an objective function with one parameter was converted into a linear structure by using
a first-order Taylor series approximation. Mehanfar and Ghaffari [8] studied a uni-parametric
linear program where an identical parameter perturbed the objective coefficients and the LHS
and RHS of constraints linearly. They examined how the variation affects a specific optimal
solution and how the optimal value function behaves within its domain.

In addition to theoretical research in the field of PLP, the use of such problems is also
common in application areas. Wakili [13] dealt with an interval LP problem having a parameter
in the objective function and provided a case study in the Coca-Cola company. In Chen
[2], an LP technique for multidimensional analysis of preference methodology was utilized for
addressing multiple criteria group decision-making problems based on Pythagorean fuzzy sets
and by determining individual goodness of fit and poorness of fit. Widyan [15] presented a novel
parametric method based on the simplex algorithm for decomposing the parametric space of
the stochastic multicriteria optimization LP problem. The mathematical approach transformed
the stochastic model with a random variable in the objective functions to a deterministic one,
then scalarized the problem using the nonnegative weighted sum approach. Mousavi and Wu
[9] suggested a framework based on parametric programming that would coordinate the work
of the independent system operator and the distribution system operator. This would allow
distributed energy resource aggregators to participate in the wholesale market as much as
possible while ensuring that distribution grids run safely. Wakili [14] considered three types of
bread with estimated profits and formulated a problem that was parameterized into PLP from
the collected data. It was found that profit was made at different values of a parameter.

This study focuses on the optimization of LP problems with a single parameter. We propose
a unified algorithm to obtain a solution for all cases where the parameter is on the objective
function coefficients, the RHS, or the coefficient matrix of constraints. Using dual, generalized,
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or primal simplex algorithms, the proposed algorithm comes up with a parametric analytical
solution based on the conditions of feasibility and optimality. Distinct numerical examples from
the literature illustrate each case.

This paper is organized as follows: Section 2 gives the mathematical definition of the PLP
problem and the proposed algorithm. After the implementation of numerical illustrations in
Section 3, conclusions are interpreted in Section 4.

2. Proposed solution algorithm to PLP problem

This section initially outlines the fundamental framework of a PLP problem. After presenting
different algorithms for each case where the parameter in the PLP problem lies in the objective
function, LHS, or RHS, a unified algorithm for addressing each of these cases is proposed.

A general PLP problem with a single parameter can be defined as follows:

fr=min{cax: Ayx < by,x >0},

where ) is a parameter that reflects the uncertainty, A is the coefficient matrix, ¢, and by are
the cost and RHS vectors in terms of A, respectively.

PLP problems with a single parameter can be classified based on their location. If ¢y, Ay,
b, involve uncertainty, then the following PLP problems can be denoted by:

fr=min{cyx: Ax < b,x > 0}, (1)

fr=min{cx: Axx <b,x >0}, (2)
or

fr=min{cx: Ax <b,,x > 0}. (3)

While many approaches have been proposed in the literature for the solution of (1) and (3),
there are only a few solution approaches for (2). Although we mainly focus on the solution of
(2), this algorithm is designed to be effective in solving all types of one-parametric problems
(1), (2), and (3).

We present the steps for each case before introducing the unified solution algorithm for PLP
problems.

2.1. Solution steps for the LHS-PLP problem
The following steps are given for a PLP problem with the parameters on the LHS.

Step 1: Write the problem with m constraints in n variables in the standard form and construct
the initial simplex table.

Step 2: Select the non-basic variables having the best costs in the direction of the objective
function and obtain a A—parametric simplex table by taking them into the base with
min{m,n} iteration(s). If the same costs appear in the objective function, break the ties
arbitrarily.

Step 3: Let c¢; be the coeflicient of each variable in the objective function and j be the value
found by multiplying each variable in a column with the corresponding coefficient of the
basic solution variable in the objective function and summation of them. Identify A values
making shadow price ¢; — z; for each non-basic variable, and b values equal to zero. Form
a chart analyzing the signs of ¢; — z; and b values in terms of the parameter A to obtain
possible optimal solutions.
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Step 4: Make a joint sign chart having A values in the columns and b and ¢; — z; in the rows. To
find the optimal basis for A values, check the conditions for feasibility and optimality in
each column of the joint sign chart and then apply one of the steps below:

Step 4a: If the RHS is negative and the optimality condition is satisfied, apply the dual-
simplex algorithm.

Step 4b: If the RHS is negative and the optimality condition is not satisfied, apply the
generalized-simplex algorithm.

Step 4c: If the RHS is positive and the optimality condition is not satisfied, apply the primal-
simplex algorithm.

Step 5: State the final optimal basis for each interval.

2.2. Solution steps for the RHS-PLP problem

The solution to a PLP problem with parameters on the RHS is introduced through the following
steps:

Step 1: Write the problem with m constraints in n variables in the standard form and construct
the initial simplex table.

Step 2: Determine the entering variable by controlling the shadow prices, the c¢; —z; values, taking
into account the direction of the objective function.

Step 3: While determining the leaving vector, the minimum ratio test is applied by considering
the row yielding all the parametric b values being non-negative.

Step 4: Save A values, making b nonnegative in each iteration of the simplex method.

Step 5: Make a joint sign chart having A values in the columns and b and final-basic variables in
the rows. To find the optimal basis for A values, check the conditions for feasibility and
optimality in each column of the joint sign chart and then do one of the steps below:

Step Ha: If the RHS is negative and the optimality condition is satisfied, apply the dual-
simplex algorithm.

Step bb: If the RHS is negative and the optimality condition is not satisfied, apply the
generalized-simplex algorithm.

Step be: If the RHS is positive and the optimality condition is not satisfied, apply the primal-
simplex algorithm.

Step 6: State the final optimal basis for each interval.

2.3. Solution steps for the PLP problem with cost parameters

The solution to a PLP problem with parameters in the objective function is presented as follows:

Step 1: Write the problem with m constraints in n variables in the standard form and construct
the initial simplex table.

Step 2: Considering the direction of the objective function (maximization or minimization), calcu-
late the parametric shadow prices (if max, ¢; —z; > 0; if min, ¢; —z; < 0) for each vector
that is not in the basis. Determine the entering variable by controlling the parametric
¢j — z; values.

32



CRORR 17:1 (2026), 29-40 Temelcan et al.: Simplex-based algorithm to single PLP Problems...

Step 3: Determine the X\ values based on the parametric ¢; — z; values concerning the direction
of the objective function in each iteration of the simplex technique.

Step 4: Determine the leaving vector by applying the minimum ratio test.

Step 5: Make a joint sign chart having A values in the columns, cost ¢; of final basic variables, and
shadow parametric prices c¢; — z; variables in the rows. Considering the feasibility and
optimality conditions in each column of the joint sign chart, apply one of the following
steps to find the optimal basis relative to A values:

Step ba: If the RHS is negative and the optimality condition is satisfied, apply the dual-
simplex algorithm.

Step 5b: If the RHS is negative and the optimality condition is not satisfied, apply the
generalized-simplex algorithm.

Step bc: If the RHS is positive and the optimality condition is not satisfied, apply the primal-
simplex algorithm.

Step 6: State the final optimal basis for each interval.

2.4. Unified algorithm

The following steps can be expressed as a unified algorithm for solving all types of single PLP
problems, such as (1), (2) or (3):

Step 1: Write the problem in the standard form and construct the initial simplex table.

Step 2: Select the non-basic variables having minimum costs in the objective function and obtain
a A—parametric simplex table by taking them into the base.

Step 3: Find the A values that make c; — z; equal to zero for each non-basic variable. Then,
make a chart that shows how the sign of ¢; — z; changes with X to find possible optimal
solutions.

Step 4: Considering the feasibility and optimality conditions in each column of the sign chart,
apply one of the following to investigate the basis changes with A values:

Step 4a: If the RHS is negative and the optimality condition is satisfied, apply the dual-
simplex algorithm.

step 4b: If the RHS is negative and the optimality condition is not satisfied, apply the
generalized-simplex algorithm.

Step 4c: If the RHS is positive and the optimality condition is not satisfied, apply the primal-
simplex algorithm.

Step 5: State the final parametric solution for each interval.

The flowchart of the proposed algorithm is presented in Figure 1.
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Figure 1: Flowchart of the proposed algorithm.
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3. Numerical examples

This section specifically illustrates the solution algorithms for each case through numerical
examples.

Example 1. Consider the following PLP problem with a parameter in LHS, solved in the study

[6]:

min z = x1 + 1.5xy + 33 (4a)

such that
1+ (14 2X\) w2 + 223 > 6,

(1 + )\)1‘1 + 21’2 + T3 Z 10,
z1,T2 > 0.

First, the PLP problem is rewritten in the standard form and an initial simplex table is
constructed as shown in Table 1.

’ TR \ T To T3 T4 Xy Xg L7 \ b \
Tg 1 (I+2)») 2 -1 0 1 0 6
w7 | (142) 2 1 0 -1 0 1|10

Table 1: Initial simplex table

There are two constraints in the PLP problem, and the variables x; and x5 have the mini-
mum costs in the objective function (4a), which means they should be minimized. Therefore,
Table 1 is reformed by taking these variables into the basis using elementary row operations.
Thus, Table 2 is constructed, where b’ is the RHS vector in the reformed simplex table.

TpB T1 T2 T3 T4 Ts5 bF
1+2))2 143X+ 2)2 142\ 442\ —12)°
) 1 0 2_1_@ B RN + 6—+7
1—3\—2X2 1—3XA—2X2 1—-3\—2\2 1—3\—2)2
0 —1-=2\ 1+ A -1 4 — 6\
2 1—3)—2)2 1—3)—2)2 1—3)—2)2 1—3)—2)2
Cj — 25 0 0 C3 — Z3 Cq — 24 Cs — Z5

Table 2: Reformed simplex table

In Table 2, ¢; —z;, (j = 3,4, 5) and b values depend on the parameter A. To find the possible
optimal solutions, all the zeros of A\-parametric expressions must be found. This creates a sign
chart for each reduced cost and RHS value.

Equating c3 — z3 to zero,

(1+2))2 1.5 3)
— (2 =
’ ( i Tioaoae) 7 ®)

is obtained. The sign chart is constructed in Table 3 by considering zeros of (5), i.e., —1.78,
—0.93, 0.27, and 0.28.
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A —1.78 —0.93 0.27 0.28

c3—z3 |+ | — |+ ]| —| +

Table 3: Sign chart for ¢z — z3
For ¢4 — z4 and c5 — z5, the equations

0 ) 1+3/\+2A2+ L5+15A \ _
1—3MA—2X2  1-3x—=2x2/ 7

142X -1.5
0<1—3)\—2)\21—3)\—2)\2>_0’ @

and the sign charts given in Table 4 and Table 5 are obtained, respectively.

A —1.78 0.28 0.33

C4a—24 | — |+ | — |+

Table 4: Sign chart for ¢y — 24

A —1.78 0.25 0.28

C4—24 | — |+ | — |+

Table 5: Sign chart for c5 — zs

Moreover, to find the feasible solutions, the RHS column of Table 2 should be positive, i.e.,

b? > 0. Therefore,
442X\ —12)2
6~ ( 1—3\—2)2 ) =0,

and
4 — 6\

1—-3X—2)2

will be investigated. The sign chart for bf and bg, the components of the vector b is presented
in Table 6.

=0

A | —1.78 0.1 0.28 0.67

b | — |+ |- |+ ]|+
b | — |+ |+ |- |+

Table 6: Sign chart for bY and bY

Considering individual sign charts given in Table 3-5, the joint sign chart is presented in
Table 7. By checking feasibility and optimality conditions for each interval in Table 7, gener-
alized, dual, or primal simplex methods are applied to obtain possible optimal basis vectors.
This analysis is summarized in Table 8. For example, for the interval (—oo, —1.78], the solu-
tion is found infeasible and nonoptimal from Table 8. Thus, the generalized-simplex method is
applied, and the possible optimal basis vector is {x3, x2}.
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’ A ‘ C3—23 C4—24 C5— 25 bf bg
(—o0,—1.78] + — — - =
[—1.78,—0.93] — + + + +
[—0.93,0.1] + + + + +
[0.1,0.25] + + + -+
[0.25,0.27] + + - -+
[0.27,0.28] — + — -+
[0.28,0.33] + - + + =
[0.33,0.67] + + + + =
[0.67, 00) + + + + +

Table 7: Joint sign chart for the reduced costs and RHS values

] Interval \ Feasibility =~ Optimality = Simplex Method Basis Vectors \
(—o0, —1.78] Infeasible  Nonoptimal Generalized {3,229}
[-1.78,—0.93] | Feasible = Nonoptimal Primal {3, 22}
[—0.93,0.1] Feasible Optimal Primal {1, 22}
[0.1,0.25] Infeasible ~ Nonptimal Dual {z4, 22}
[0.25,0.27] Infeasible Nonoptimal Generalized {z4, 22}
[0.27,0.28] Infeasible  Nonoptimal Generalized {zy, 22}
[0.28,0.33] Infeasible  Nonoptimal Generalized {4, 22}
[0.33,0.67] Infeasible ~ Nonoptimal Dual {z1,24}
[0.67, 00) Feasible Optimal Primal {z1,22}

Table 8: Possible optimal basis vectors based on the feasibility and optimality conditions

Example 2. Consider the following PLP problem having a parameter in RHS, solved in the
study [1]:

max z = 3x1 + 2z + dx3
such that 1 + 2xo + 3 < 40 — A,
3561 + 2933 S 60 + 2)\,

21 + 4zy < 30 — T,
Z1,%2,23 > 0; A > 0.

We first construct the initial simplex table, and then present the reformed simplex table as
Table 9.

TB ‘ Tl Xy X3 T4 T5 g ‘ bf

T2 -1/4 1 0 1/2 -1/4 0 5—A

T3 3/2 0 1 0 1/2 0 | 30+ A

Tg 2 0o 0 -2 1 1 | 10—-3A
cj — % -4 0 O -1 -2 0

Table 9: Reformed simplex table for the PLP problem including a RHS parameter
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The zeros of A-parametric expressions are found, and the values making the RHS nonnegative
are determined from Table 9. Since the parameter A is defined as nonnegative, the sign chart
is constructed as Table 10, and according to the sign chart, the optimal basis vectors can be
presented in Table 11.

A 10/330/7 5 40
by =40—-X | + |+ |+ |+ |-
by =604+2X | + | + | + | + |+
b3 =307\ | + |+ | —| |-
bf=5-X |+ |+ |+ || -
b =30+X | + |+ |+ |+ ]|+
bf=10-3\ |+ | - |- | - | -

Table 10: Sign chart for the RHS PLP problem

’ Interval \ Feasibility = Optimality = Simplex Method Basis Vectors ‘
. . . To = 5—A
[0,10/3] Feasible Optimal Primal 5 = 30 4 A
. . . xe = 15/2 —7/4X
[10/3,30/7] | Infeasible Nonoptimal Generalized 25 = 30 + A
[30/7,5] Infeasible  Nonoptimal Generalized No feasible solution
[5,40] Infeasible  Nonoptimal Generalized No feasible solution
[40, c0) Infeasible Nonoptimal Generalized No feasible solution

Table 11: Possible optimal solutions for the RHS PLP problem

Example 3. Consider the PLP problem with a parameter in the objective function, taken from
[12]:
max z = (3 — 6Nz + (2 —2N)z2 + (5+ 5Nz (9a)

such that
x1 + 229 + x5 < 40,

321 + 223 < 60,
1 + 4xy < 30,
x1,%2,23 > 0; A > 0.

The initial simplex table is constructed, and at each step, the vectors maximizing the ob-
jective function are taken into the basis. The reformed simplex table is presented in Table 12.

TR 1 To I3 T4 s Te ‘ b? ‘

7o 0 1 0 /4  -1/8 1/8 | 25/4

T3 0 0 1 3/2 -1/4  -3/4 45/2

1 1 0 0 -1 1/2 1/2 10/3
c;i—2%i | 0 0 0 —5—13\ 4\ 247X

Table 12: Reformed simplex table for PLP problem
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Since the parameter A is defined as nonnegative, the only root of the expressions in A found
from the reduced cost row is A = 0. Also, zeros of the expressions in A found from the objective
function (9a) are A = 0.5 and A = 1. The sign chart for the PLP problem is constructed
as Table 13 and, according to the sign chart, the possible optimal solutions are presented in
Table 14.

A 05 1
¢ =3 —6A + = -
co=2—2X\ + |+ -
c3 =5+ 5\ + |+ |+

ca—2z4=-5-—13\| —| = | —
cs — 25 =4\ + |+ |+
c6—26=2+TN | + |+ |+

Table 13: Sign chart for the PLP problem

| Interval [ Feasibility ~Optimality Simplex Method (21,3, 23) Objective Function |

[0,0.5] Feasible =~ Nonoptimal Primal (0,5,30) z = 160 + 140\
[0.5,1] Feasible ~ Nonoptimal Primal (0,5,30) z =160 + 140\
[1,00) Feasible ~ Nonoptimal Primal (0,0,30) z =150 4+ 150\

Table 14: Possible optimal solutions for the PLP problem

4. Conclusion

The proposed algorithm provides a systematic approach to PLP problems with a single pa-
rameter and generates a solution if the parameter is only in the objective function, only on
the RHS, or only in the coefficient of constraints. To the best of our knowledge, the literature
lacks a solution approach for all cases, indicating the algorithm’s usefulness. Additionally, the
study has made a significant contribution to the limited literature in this field, specifically ad-
dressing the PLP problem when a parameter falls on the lower bound of the constraints. We
propose a traditional approach to real-life problems to mitigate the uncertainty arising from
the parameter’s location. We can present future work that adapts the proposed approach to
multi-parameter PLP problems.
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Abstract. Queues are an integral part of life. The literature available concentrates on Poisson arrival
and exponential service time. The present paper focuses on statistical inference on the parameters of
queueing models. The work is data driven. The dataset considered is the queueing system in banks
which is publicly available. The number of servers has been estimated for a steady state system. The
data has been tested for normality. The goodness of fit test has been done for the arrival pattern, and
it is found that the discrete analog of smallest extreme value distribution is a good fit to the data which
is an alternative to the widely used Poisson distribution.
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1. Introduction

Queues are formed when there is heavy demand for service. The characteristics of a queue
are the arrival pattern, the service rate, the system capacity and the queue discipline. The
widely used distribution for arrival pattern is the Poisson distribution, and for the service rate,
it is the exponential distribution. The system capacity may be finite or infinite, and the queue
discipline may be first come first served or based on priority. These characteristics play a vital
role in the waiting time of the customers, and consequently the queue length. The customers
who need service may be either animate or inanimate. Extensive work on queueing theory can
be found in Bhat [3], Gross et al. [8] and the references therein.

The recent pandemic COVID 19 was a period of crisis for the entire world. The application
of queueing theory was conspicuously seen in the health sector. This is not a surprise as its
history races back to Wolff [16] where the author discusses the problems of statistical inference
for birth and death models. Besides the health sector, the effect was seen in banking and
economy too despite digitalization. Dehmi et al. [6], Sreelatha et al. [13] and Ramesh and
Manoharan [11] are some of the recent works in this direction. Adaptive Neuro-Fuzzy Inference
System (ANFIS) was used to compute and optimize the cost of a queueing system [6]. A high
performing probabilistic model was proposed for systems with dynamic service facility [13].
Comparison of blocking mechanisms with capacity restrictions was carried out in a two-station
tandem network queueing model [11].

Some of the works related to the banking sector are that by Afolalu et.al. [1], Al-Jumaily
and Al-Jobori [2], Cowdrey et al. [5], Eze and Odunukwe [7], Joel and Augustine [9], Sy et al.
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[15] and Yifter et al. [17]. An overview of applications of queueing models is given in [1], while
development of automatic queueing system based on different queueing disciplines was carried
out by [2]. Also, Markovian queueing model was applied to analyze customer management,
optimize the waiting times and, improve service quality ([5], [7], [9], [15]). Recently, assessment
of quality of services was examined using modeling and simulation [17].

Sampling design is an important framework for any probability or stochastic modeling. This
includes estimation and inference of the parameters of the model. The terminology used for
the process is known as identification. Queueing model is a stochastic model and the literature
available on it widely focuses on Poisson distribution for the arrival of customers. Since the
present-day studies are evident based or data driven, we decided to focus on fitting a probability
distribution to an empirical data for validating whether Poisson distribution is always a good
fit to the arrival pattern. The data used are available in Bishop et al. [4] on the arrivals of
customers to three banks in Nigeria.

The main contribution of the present work is

o Estimation of the number of servers required at steady state
o Fitting a model to the arrival pattern of customers to a bank and
e Testing for goodness of fit of the model

The organization of the paper is as follows. Section 2 discusses the means of obtaining the
various performance measures of a queueing system. Section 3 gives a brief description of the
data. The identification of the distribution to the arrival pattern is done using goodness of fit
test. This is shown in section 4. Section 5 gives the results of the analysis. The conclusion is
given in section 6.

2. Performance measures of a queueing system

The following measures need to be considered in any general queueing system.

Let Ng4(t) and N,(t) denote respectively, the number of customers in the queue and the
number at service, at time ¢, ¢ > 0. Then, the total number of customers in the system is given
by N(t) = Ng(t) + Ns(t), t > 0.

Let p,(t) = P(N(t) = n) be the probability that there are n customers in the system at
time ¢, t > 0, and its steady state probability be p,, = P(N = n). Then, the expected number
of customers in the system at steady state is L = E(N) = >_>° ;p,, and that in the queue is
Ly=E(Ng) =3 7" ,1(n—s)p,. Here, s represents the number of servers. Thus, the expected
number of customers in service in the steady state is E(Ng) = L — L.

Let T, be the time a customer spends waiting in the queue prior to entering service and 7" be
the total time a customer spends in the system. Then T" =T, + S, where § is the service time.
Since T, T, and S are random variables, the mean waiting time in the queue is W, = E(T})
and that in the system is W = E(T) = E(T,) + E(S).

The relationship between waiting time and queue length was given by J. D. C. Little. The
equations are L = oW and L, = aW,. Here, « is the average arrival rate of customers.

If 3 is the average service rate, then p = «/s8 is a measure of traffic congestion. This is
also known as traffic intensity. The system is said to be in a steady state when p < 1, i.e., the
arrival rate is less than the service rate. Another important terminology in queueing theory is
the busy period. This is the time from when a customer enters an empty system until it next
empties out again. The empirical expression for arrival rate may also be written as o = %,
where N, is the number of customers arriving over a period (0,T).

Theoretically, the expression for p,, may be derived from the differential-difference equations
of the general birth-death model. The equations are as follows.
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dpcqlzt(t) — —(CVn + 5n)pn(t) + anflpnfl(t) + Bn+1pn+1(t)’ n>1 (1)
and
dp(;)t(t) = —aopo(t) + Sip1(t) (2)

where, a,, and 3,, are the transition rates of birth and death respectively and n is the population
size. Here, p,,(t) is the unconditional probability that the system is in state n at time ¢, t > 0.
Equations (1) and (2) are forms of the Chapman-Kolmogorov forward equations. Further
information on these system of differential-difference equations are provided in [3].

The steady state solutions for the equations (1) and (2) are

n
Q1
pn=p0||—ﬂ_,n21 (3)
i=1 "t

and

Po = 1+ZHC“;;] (4)

n=11i=1

respectively. Here, p, is the probability of having n individuals in the system and pg is the
probability that the system is empty initially. More precisely, the limiting distribution of the
state of the birth-and-death queueing model are {p,, n =0,1,---} and that {p,, n=10,1,---}

are nonzero if and only if 1+ 2 T, %
1 holds. z
If @, = a and B, = 3, the general birth-and-death model reduces to the simplest queueing

model M/M/s, where M stands for Markovian. The arrival process Poisson and service process
exponential are both Markovian. Thus, for a single server system, the probability of having no

< 0o. Also, the normalizing condition Y~ | p, =

@
customer in the system is py = (1 — —) and the probability of having n customers in the system

. B

a, [« @
, n > 1. In this case, the traffic intensity will be p = B, and system

iSp":(l_ﬁ)<ﬂ

works in the steady state if 0 < p < 1.
The details may be found in standard textbooks such as Bhat [3] and Gross et al. [8].

3. Data description

The dataset from Bishop et al. [4] consists of the number of customers arriving to three
different banks of three different urban areas in Ogun State, Nigeria. The data give the number
of customers arriving on twenty different days in four weeks. Let this be denoted as N. At each
bank, the time range of a customer’s arrival, the time his/her cheque/withdrawal booklet was
collected, the time used to process it and the total time spent by the customers in the bank
were recorded. Let these random variables be denoted respectively as W,, S and W. Thus,
using the terminologies of the queueing theory, W, represents the waiting time of customers
in queue, S the service time, and W the total time spent by the customer in the bank. The
observations are made for seven hours each in all three banks.

The number of arrivals on twenty days to the three banks is given in Table 1. The corre-
sponding bar chart is shown in Figure 1.
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[Day [ T 2 3 4 5 6 7 8 9 10|
Bank-l | 880 720 1020 802 522 989 684 548 1021 789
Bank-Il | 1034 789 1002 910 931 748 924 872 764 890
Bank-IIl | 767 930 921 878 790 876 923 910 1002 949
Day 11 12 13 14 15 16 17 18 19 20
Bank-l | 1000 990 1001 1051 982 857 981 1057 899 996
Bank-Il | 971 685 724 873 605 1017 1009 891 948 901
Bank-IIl | 934 1011 874 762 631 980 784 648 891 752

1200

1000

800

o

3

o
o

a

Number of Customers
o
o

2

o
o

0

Table 1: Number of arrivals to the three banks

9 10 11 12 13 14 15 16 17 18 19 20

Day

BBank-I ®Bank-II ™ Bank-III

Figure 1: Bar chart representation of the number of customers arriving to the three banks

Table 2 gives the descriptive statistics of the data.

Bank Statistic ~Waiting Time in  Service Time Waiting Time in Number of Ar-
Queue (W,) (in (S) (in min- System (W) (in rivals per Day
minutes) utes) minutes) (N)
Bank.I Average 12.65 15.1 27.75 889.45
] SD 6.64 5.46 9.07 162.71
Average 16.05 14.7 30.75 874.4
Bank-11 SD  6.35 6.47 7.47 119.13
Average 11.85 11.15 23 861.1
Banlelll | o™ 594 3.51 5.77 109.49

Table 2: Descriptive statistics

Table 3 shows the arrival rate («), service rate(8) and the number of servers required at each
bank under the steady state.
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Bank Arrival Rate (a) Service Rate Number of Servers Re-
(per hour=N /7) (8) (per quired (s)
hour=60diagups)
Bank-I 127.06 3.97 33
Bank-II | 124.91 4.08 31
Bank-IIT | 123.01 5.38 23

Table 3: Arrival rate, service rate and number of servers at steady state

In Bank-I, the average arrival is 127.06 per hour and the average service time is 3.97 per
hour. Since, we are considering a steady state system, the condition 0 < p < 1 should hold.

« 127.06
Now, p = = = —32.005 > 1.
A 127.06
Hence, if we set s = 32, and compute p = & =D 00015 > 1.

sB (32 x 3.97)
Since it is known that a queue will build up infinitely when p > 1 ([3], [8]), to bring the

system under steady state, we increase the value of s and compute corresponding p until p < 1.

o 127.06 127.06
When s =33, p= = = "2 _ 09608 <1, and when s = 34, p= — > __ —
o s P~ 56~ (33x3.97) AR WhEl 8 P~ 3ax 397
0.9413 < 1.

It can be observed from the above calculations that, when the value of s > 33, the system
is under steady state. The additional servers induce cost. Hence, if 33 servers are employed to
attend to the large number of arrivals, the system will be maintained at steady state in Bank-I.
The same explanation holds for Bank-IT and Bank-III.

4. Goodness of fit test for arrival pattern

Since the main objective of this work is to find an appropriate distribution (which could also
be an alternative distribution to Poisson) for the arrival pattern, the goodness of fit test was
performed on the data. This was done using the trial version of SPC for Excel Software. Al-
though arrival pattern is a discrete process, the software considers only the following continuous
distributions. The probability density function (p. d. f.) and the corresponding log-likelihood
function of the distributions tested for the arrivals are provided in Table 4.

The log-likelihood of the specified distribution is given for a sample size n with values
Ty, T,

Zp. In Table 4, u. o, a and 0 refer to the location, scale, shape and threshold parameters
respectively. More information related to these continuous distributions can be found in Johnson
et al. [10].

The tests used were Shapiro-Wilk test (SW), Cramer-von Mises test (CVM) and Anderson-
Darling test (AD). While SW test is used to test for the normality of the data, the CVM and
AD tests are based on empirical distribution function (Stephens [14]). The hypothesis used
in these goodness of fit tests is, Hy: The sample data follow the hypothesized distribution. If
T =x1,T3, -, L, denotes a random sample following a specified distribution, then the
SW test statistic is given by

2
- (Zini i)
- n —
>ica (i — @)
where ;) is the i*" order statistic.
CVM test statistic is given by

2

w?= ; {F(Xi) - (2i2; D %
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and
AD test statistic is given by

Doy (20 = 1) {In(F(X;)) + In(1 — F(Xpy1-4))}]

n

A% = —n—

where F(.) is the cumulative distribution function of the specified distribution.

Distribution | p.d.f (f(z)) Log-Likelihood

Smallest Lewp (=1 eap (—e(%)) , Sy [BE — In(o) — exp(BE)]

Extreme —o<r<oo; 0>0

Value

Weibull a(zy@Degp((—2)2), S lin(a) + (a — 1)in(z;) — adn(o)—
z>0; a,0>0 (%)2]

B 1 —(ln(;z:—@)—u)2 _ n o
Lognormal o G T K Sy [In(ov2rm) + In(z; — 0)+
Three r>0; —co< p<oo; >0 7“”@‘_0)_”)2}

Parameter ’ . ’ 202
—(z—p)? n xi—p)?
Normal - 127re:cp< (202“) ) , -y [ln(a 2m) + 205) }
—o<xr<oo; o>0
a—1
Gamma Weaﬁp(%), x> 0; Sy [(a=1D)in(x;) — & — In(T(«))—
a,0>0 aln(o)]
aoaxa—l n
Loglogistic o 1 oo z>0; a,0>0 Yoiq In(o) + adn(o) + (o — 1)In(z;)—
2ln(x¢ + o))
Lognormal Ml s=exp (7””&?;”)2) , =30 [In(ov2r) + In(x;)+
x>0; —co< pu<oo; o>0 W}
Largest Lexp (—(:6;7“)) exp (—e_(m;“)> Y [eap(BEE) —in(o) — 24
Extreme —oo < x <oo; 0>0
Value
0
Exponential- %exp(f(f:e)), x>0, 0>0 > [ln(o) +2 ]
Two 7
Parameter
Exponential | exp(=%), >0; 0 >0 =3 [In(o) + %]

Table 4: Probability distributions and log-likelihood functions

The functions shapiro.test() and cvm.test() in R [12] were used for SW and CVM tests.
The AD test was performed using SPC for Excel Software. This software reports the test
statistic values, the p-values and the Akaike Information Criteria (AIC) values.
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The AIC is given by AIC' = 2k — 2in(L), where k is the number of estimated parameters
and In(L) is the log likelihood function of the specified distribution.

The p-values are the size of the test or the probability of rejecting the null hypothesis when
it is true. A small p-value leads to the rejection of the null hypothesis. The p-value is compared
with a predetermined level of significance (LOS). If the computed p-value is less than the LOS,
the null hypothesis is rejected at the specified LOS. The null hypothesis is the hypothesis to be
tested. It is normally denoted as Hy or H. In this paper, the LOS considered are 5% and 1%.

The AIC value is used to identify the model of best fit to the data. Among the models, the
one which has the least value is considered as the best fit.

5. Results

Table 5 shows the test statistic and p-values for the three tests corresponding to the arrival
pattern to the three banks. From the table, it is evident that the p-values of the test statistics
SW and AD corresponding to Bank-I are less than 0.05 and 0.01. Thus, we reject the null
hypothesis that the arrivals to the Bank-I follow normal distribution at 5% and 1% levels of
significance.

SW Test CVM Test AD Test
W p-value [ W? p-value [ A®  p-value |
Bank-I 0.84437 0.004296 | 0.4302 0.2066 | 1.242 0.002
Bank-II 0.93615 0.2026 0.10193  0.9727 | 0.509 0.175
Bank-III | 0.92675 0.1337 0.18845 0.7553 | 0.585 0.110

Table 5: Test statistic and p-value for testing normal distribution

Bank

Tables 6-8 provide the summary of fitting the distribution to the number of customers who
arrived at the three banks. The test used was the AD test. From the results, table 6 shows
that the smallest extreme value distribution has a higher p-value compared to the rest. It is
less than 0.05 but greater than 0.01. Hence it can be concluded that the data give enough
evidence at 1% LOS to support that the smallest extreme value distribution is a good fit to the
arrival pattern of customers to Bank-I. This is also evident from tables 7 and 8, corresponding
to Bank-IT and Bank-III and at a higher (i.e., 5%) LOS too. The p-values are greater than
0.25. Based on the same criteria, the next best distribution could be the Weibull distribution.

The software package also reports the AIC values and as depicted in tables 6-8, it is again
clear that the smallest extreme value distribution has the least AIC value among all distribu-
tions. A slight difference of 0.5 on the higher side of the smallest extreme value distribution
than the Weibull is seen in the AIC value, but this could be because of the number reporting to
the banks. Despite this difference, it could still be concluded that the smallest extreme value
distribution is a good fit for the arrival data followed by the Weibull.

’ Distribution ‘ Log-Likelihood AD p - value AIC ‘
Smallest Extreme Value -126.5 0.941 0.018 256.9
Weibull -127.7 1.139 <0.01 259.4
Normal -129.7 1.242  0.002 263.4
Lognormal- Three Parameter | -129.7 1.242  0.002 265.4
Gamma -131.1 1.435 <0.005 266.3
Loglogistic -131.4 1.280 <0.005 266.9
Lognormal -132.0 1.5641 <0.0001  268.0
Largest Extreme Value -133.5 1.597 <0.01 271.0
Exponential- Two Parameter | -138.1 3.915 <0.001 280.3
Exponential -155.8 6.361 <0.001 313.6

Table 6: Distribution fitting summary for number of customers arrived at Bank-I 47
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’ Distribution ‘ Log-Likelihood AD p - value AIC ‘
Smallest Extreme Value -122.1 0.275  >0.25 248.2
Weibull -122.3 0.335  >0.25 248.6
Normal -123.5 0.509 0.175 250.9
Gamma -124.1 0.621 0.109 252.3
Lognormal- Three Parameter | -123.5 0.509 0.175 252.9
Lognormal -124.5 0.685 0.062 253.1
Loglogistic -124.6 0.590 0.082 253.2
Largest Extreme Value -126.4 0.893 0.023 256.7
Exponential- Two Parameter | -131.9 3.686 <0.001 267.8
Exponential -155.5 6.955 <0.001 312.9

Table 7: Distribution fitting summary for number of customers arrived at Bank-II

’ Distribution \ Log-Likelihood AD p - value AIC ‘
Smallest Extreme Value -120.5 0.334 >0.25 245.0
Weibull -120.6 0.399 >0.25 245.2
Normal -121.8 0.585 0.110 247.6
Gamma -122.4 0.691 0.075 248.7
Lognormal -122.7 0.751 0.042 249.5
Lognormal- Three Parameter | -121.8 0.585 0.110 249.6
Loglogistic -122.8 0.656 0.049 249.7
Largest Extreme Value -124.6 0.978 0.015 253.2
Exponential- Two Parameter | -128.8 3.317  <0.001 261.5
Exponential -155.2 7.104 <0.001 312.3

Table 8: Distribution fitting summary for number of customers arrived at Bank-IIT

6. Conclusion

On analyzing the data, it is evident that the minimum number of servers required for bank
transactions is thirty-three at Bank-I, thirty-one at Bank-II and twenty-three at Bank-II1. This
seems to be a large number. Owing to the advancement of technology, the problem can be
resolved as it is an optimization problem.

The focus of this paper was on the identification of a suitable distribution to the arrival
pattern, and it is observed from the tests for normality as well as goodness of fit test that the
smallest extreme value distribution is a good fit to the data.

The smallest extreme value distribution is also called the Gumbel distribution or type I
extreme value distribution. It has two parameters, with location parameter as the mode. It
belongs to the exponential family. It is a negatively skewed distribution and is platykurtic.
Although the distribution is continuous, its discrete analog may be considered as the arrival
process is a discrete setup. Further research in queueing theory can be done using the discrete
analog of smallest extreme value distribution as an alternative to Poisson.

Data Availability

The dataset used is a secondary source and is publicly available at
https://doi.org/10.1016/j.dib.2018.05.101
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Abstract. This paper investigates the effect of managerial ownership on earnings management for
the sample of European listed companies. To estimate the treatment effect of a manager who is also
a controlling shareholder on earnings management, entropy balancing (EB), propensity score match-
ing (PSM) and Mahalanobis distance matching (MDM) techniques are employed to identify a control
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techniques, as well as to standard ordinary least squares (OLS) regression, while controlling for the
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1. Introduction

The separation of ownership and control is usually argued to be the cause of information
asymmetries and agency problems between managers (agents) and shareholders (principals). A
pronounced information asymmetry problem usually leads to significantly higher transaction
costs because managers can use their insider position to manipulate earnings [17]. Managerial
participation in a company’s ownership can mitigate agency problems by aligning the interests
of owners and managers [26, 19]. However, high levels of managerial ownership may lead to
managerial entrenchment, i.e. the additional voting power that permits them to secure their
position in the company and protect them from specific disciplinary actions (Khan and Mather,
2013). Therefore, managerial ownership can also create agency problems through managerial
entrenchment.

Prior studies have empirically confirmed a non-monotonic relationship between earnings
management and managerial ownership [17]. Management ownership at low levels decreases the
incentive to manipulate earnings, while management ownership at high levels increases earnings
management [19, 16]. Namely, management ownership at low levels can reduce Type 1 agency
conflict emerging from the separation of ownership from control. However, at high ownership
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levels, concentrated ownership can lead to Type 2 agency conflicts between controlling managers
and non-controlling owners outside the company [3, 17, 2].

The main objective of this research is to analyse the level of earnings management in a
specific company setting in which managers are also controlling shareholders, compared to sim-
ilar companies that do not have managers as controlling shareholders. In order to identify
the control sample, entropy balancing, propensity score and Mahalanobis distance matching
techniques are adopted, and the estimated results are compared with the traditional OLS re-
gression approach. Namely, traditional linear regression of an outcome variable on a binary
treatment indicator with included control variables addresses endogeneity concerns only under
the assumptions that there are no other unobserved factors that could confound inferences by
affecting the treatment indicator; and that the relationships between the control variables and
the independent variables are linear [37]. Matching techniques help address concerns regarding
the assumption of a linear functional form in OLS regressions [37, 4, 33]. In addition, the
matched-sample research design provides another advantage over traditional OLS regression
design by restraining the extrapolation of estimated results beyond the distributional support
from the data of the treatment and control samples, because linear regression assumes that
model factors remain constant beyond the support of the data. This OLS regression assump-
tion can result in producing biased inferences and measurement errors if applied to the sample
with extreme values [25, 7]. As previous literature [19, 29] provides strong empirical evidence
of non-linear relationships in models of management ownership and earnings management, an
attempt is made to exploit the benefits of applying matching techniques to gain a new insight
and to address methodological concerns.

The relationship between management ownership and earnings management is examined
using a large sample of 2,525 FEuropean listed companies in 2019 and 2020. In order to es-
timate the treatment effect of a manager who is also a controlling shareholder on earnings
management, standard OLS regression is first applied, with controlling variables for the effects
of company size, profitability, solvency, sales growth, and ownership concentration. Afterwards,
the estimated regression results are compared with the results of the most common matching
techniques used in the literature [37]: propensity score matching (PSM), Mahalanobis distance
matching (MDM), and entropy balancing (EB). Results indicate a statistically significant pos-
itive relationship between management controlling ownership and earnings management only
when the entropy balancing approach is adopted.

This study makes several important contributions to the existing literature. First, previous
research has documented a non-linear, U-shaped pattern relationship between the level of man-
agement ownership and earnings management. Prior empirical work is extended by analysing
management ownership only at high levels, i.e. only in companies with managerial controlling
ownership, and by adopting matching techniques. This approach accommodates non-linearity
concerns and exploits other advantages of matched-sample research design over traditional lin-
ear regression design. Second, when analysing the management ownership impact on earnings
management, ownership concentration is also accounted for. This allows for consideration of
both Type 1 agency conflict emerging from the separation of ownership from control and for
Type 2 agency conflicts arising from ownership concentration, i.e. conflicts between controlling
and non-controlling owners. Third, this paper provides useful implementation guidance for
the most popular matching techniques and analyses the key advantages and drawbacks of each
matching tool.

The rest of the paper is organised as follows. Section 2 provides the theoretical background
and literature review on managerial ownership and earnings management. Section 3 briefly
describes matched-sample research methodology. Section 4 presents the research design and
sample selection. In Section 5, the main empirical results are presented, and Section 6 concludes
the paper.
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2. Theoretical background and literature review

Since reported earnings are important information for decision making, managers may abuse
their discretion in financial reporting and impact the wealth distribution in a way that max-
imises their own expected benefits at the expense of other stakeholders. The flexibility in the
accounting rules and the use of subjective assessments allow managers opportunistic behaviour
in the preparation of financial statements. Financial reporting rules and standards established
by standard-setters (the International Accounting Standards Board — IASB and the Financial
Accounting Standards Board — FASB) allow managers to choose between different financial re-
porting policies and to make subjective assessments that can have direct influence on reported
earnings. This set of financial reporting rules is defined ex ante and is generally accepted by
all contracting parties. However, within a prescribed set of financial reporting rules, a certain
degree of freedom of choice must exist, as it is not possible to propose rules for every pos-
sible situation [12]. Additionally, the choice of financial reporting policy can be an valuable
decision-making information for users of financial statements.

Managers can use their discretion in choosing financial reporting policies either to maximise
the wealth of all counterparties or the wealth of some counterparties. If management’s choice of
accounting policy is primarily aimed at increasing its own ex-post wealth by redistributing the
wealth of other contracting parties, such behaviour is called opportunistic [39]. The divergence
between management and owner interests is mainly caused by the separation of control and
ownership, i.e. the Type I agency problem [26, 30]. One solution to reduce this conflict is
to incorporate managers in the ownership structure of the company and align their incentives
with those of the other shareholders. Contrary to the alignment hypothesis, the entrenchment
hypothesis, first proposed by Morck et al. [27], states that an increase in ownership could enable
managers to secure their position in the company and protect them from specific disciplinary
mechanisms that could consequently lead to greater opportunity for opportunistic behaviour
and earnings management [19, 16].

These two opposing hypotheses have been frequently empirically tested in the context of
the relationship between financial reporting quality and management ownership. Although
the majority of previous studies have found that an increase in managerial share ownership
decreases the level of earnings management [38, 14], several papers have documented an in-
significant [22, 13, 23] or a positive relationship between earnings management and managerial
ownership [16]. Khan and Mather [19] and O’Callaghan et al. [29] provide evidence that the
relationship between discretionary accruals (earnings management) and management ownership
has a non-linear, U-shaped pattern. Khan and Mather [19] conclude that a negative relation
between managerial ownership and discretionary accruals is found at lower levels of ownership,
supporting the incentive alignment hypothesis and a positive relationship can be seen at higher
level of ownership indicating managerial entrenchment. Furthermore, when a manager concur-
rently holds the position of majority shareholder, there is a significant incentive for tax evasion
through earnings management. This dual role creates a unique dynamic in which the interests
of management and ownership are closely aligned, potentially fostering more aggressive tax
avoidance strategies. FEmpirical evidence suggests that concentrated ownership, particularly
involving manager-shareholders, is correlated with elevated levels of tax avoidance [18].

In addition to agency conflicts between owners and managers, another type of agency con-
flict (Type II agency problem) can occur between controlling and non-controlling shareholders
[11, 30]. This type of conflict is more prevalent in less developed countries, where the ownership
of listed companies is concentrated in a single shareholder. When a manager is also a majority
shareholder, the agency problem shifts from a manager-owner conflict to a conflict between
majority and minority shareholders. Some studies have examined the extent of earnings man-
agement in family firms, i.e. firms controlled and managed by family members. Paiva et al.
[30] concluded that previous studies based on samples from the US and Western Europe have
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found evidence of higher quality financial reporting in family firms (e.g. [2, 5, 1]. In contrast,
studies based on samples of companies from countries outside the US and Western Europe have
demonstrated that family businesses are associated with lower quality of financial reporting
(higher levels of earnings management) compared to non-family businesses [10, 6].

To conclude, there is a lack of studies on the managerial ownership and earnings management
that can address both Type 1 agency conflict, arising from the separation of ownership from
control, and Type 2 agency conflicts, arising from the ownership concentration. This paper aims
to fill the gap and, in accordance to previous literature, assumes that managerial controlling
ownership will be positively related to earnings management.

3. Matched-sample research methodology

The general idea behind matching design is to estimate the treatment effect by identifying a
treatment sample and a control sample of observations that are as similar as possible in terms
of underlying covariates. Two main advantages of matched-sample design over standard linear
regression are the avoidance of an assumption of a linear functional form in linear regression and
the restriction of the extrapolation of estimations beyond the distributional support of the data
from the combined control and treatment samples [37, 25, 7]. When there are some balance and
overlap problems between treatment sample and control sample in the dataset, this suggests
regression adjustment would rely on extrapolation.

The main goals are to ensure almost exact covariate balance between the control and treat-
ment sample and to restrict the data only to a region of overlap between the samples. However,
the matching methods do not address other endogeneity concerns regarding the control for
unobserved confounding factors, and they also have some drawbacks. For instance, it is very
difficult to find an exact control match for each treatment sample observation, especially if there
are many continuous covariates. The most commonly used matching techniques — propensity
score matching, Mahalanobis distance matching and entropy balancing, are briefly described in
this section.

The propensity score matching is based on the main assumption of strong ignorability, which
states that, conditional on observable covariates, the assignment to the treatment or control
groups is independent of potential outcomes (the unconfoundedness condition) and that every
observation has a positive probability of being assigned to the treated or control group condi-
tional on observable covariates (the overlap condition) [31, 28]. The propensity score represents
the likelihood of an observation being assigned to a treatment group conditional on observed
variables and it is commonly used to identify observations that have similar characteristics but
differ only in treatment assignment [28]. The propensity score matching approach is usually
applied in four steps [28]. In the first step, logit or probit models are used to estimate treatment
probabilities based on observed variables (see [36], for practical guidance on logistic regression
modelling). In this study, a logit model is utilized to estimate the treatment probability, as it
is acknowledged as the most prevalent method for estimating propensity scores in the account-
ing literature [15, 24]. Additionally, visual inspections and tests for the normal distribution of
residuals are conducted, and the goodness-of-fit for both logit and probit models is compared
to determine the optimal model. In the second step, the estimated propensity scores from
the first step are used to find pairs of observations in the treatment and control groups with
similar propensity scores. Several alternative algorithms and design choices can be employed
for this purpose: matching with or without replacement, the number of control observations
for each control observation, the choice of caliper width, the inclusion of nonlinear terms in the
model, and the choice of matching algorithm. These subjective design choices are considered
the greatest limitations of the PSM methodology because these choices can influence on the
matched sample composition and, consequently, affect the derived conclusions [20, 9]. One of
the most popular algorithms for matching is nearest neighbour matching, that finds one or
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more observations in the control group with the closest propensity score for each observation
in treatment group (1:1 or 1:n). An alternative algorithm (optimal matching) considers the
smallest average absolute differences for the whole sample [28]. Besides, Narita et al. [2§]
state that matching can be with or without replacement, depending on whether a controlled
matched observation is reintroduced into the control group for next-round of matching or not.
Matching with replacement can be useful when the pool of control observations is smaller or not
considerably larger than the treatment sample [37]. However, matching with replacement can
cause that only a several control observations are used many times for matching (i.e. receive
extremely large weights), and lead to inferences that are much more dependent on a single ob-
servation [37, 25]. Finally, matching can also be limited to not exceed a maximum propensity
score distance (i.e. caliper width) for matched pair. In this research design, the nearest neigh-
bour matching algorithm (1:1) is applied with a maximum caliper distance in propensity scores
between matched pairs of 0.01, and control observation is allowed to be matched with only one
treatment observation (matching without replacement). The predominant method of matching
in accounting research is "one-to-one" matching, where each treatment observation is paired
with a single control observation [33]. However, one-to-many matching may be beneficial when
there is limited common support and/or the pool of control observations is not significantly
larger than the treatment sample [37]. In this study, a large control sample and high common
support are present.Therefore, one-to-one matching with a strict caliper distance of 0.01 is em-
ployed. After finding a pair control observation for each treatment observation, the next step is
to check whether the covariate distributions are balanced between the treatment and the con-
trol group. The common approach is to use a two-sample t-test to assess significant differences
in covariate means between the control and treatment group or to use the standardised bias,
that estimates the distance in marginal distribution of covariates [28]. The fourth step in the
analysis is to estimate the impact of the treatment variable on the dependent variable, usually
by conducting a multiple regression analysis. Regression analysis controls for additional factors
that could affect the outcome variable after treatment, and can also serve as a double-robust
estimation that combines regression adjustment and propensity score weighting to provide a
more reliable estimate.

Propensity scores reduce the multidimensional covariate space into a single scalar value.
Consequently, two units with similar propensity scores may still have substantially different
covariate profiles. This emphasizes a key consideration that achieving balance on the propen-
sity score does not ensure balance across all individual covariates [21]. Mahalanobis distance
matching (MDM) is a method similar to PSM, which tends to produce closer pairs on all co-
variates, whereas PSM may yield balanced samples overall but not necessarily for individual
pairs. Propensity score matching (PSM) is typically favoured for larger samples with numer-
ous covariates, whereas Mahalanobis distance matching (MDM) tends to be more effective for
smaller samples with fewer covariates [35].

A popular alternative approach to score and Mahalanobis distance matching is entropy
balancing. The most important advantages of entropy balancing over PSM is that entropy
balancing has fewer subjective design choices and can eliminate all differences in covariates
between treatment and control observations, whereas in PSM design, random differences still
remain after matching [37]. In entropy balancing, control observations receive weights between
zero and one, and the procedure optimizes weights to achieve an exact balance between the
treatment and control sample in terms of covariates. The researcher can choose to balance
distributions based on the first moment (i.e. on means), the second moment (i.e. on variances),
or even the third moment (i.e. skewness). In the present study, entropy balancing is performed
to reweight control sample observations to equalize the first (mean) and second (variance)
moments of the distributions. The entropy balancing follows the same four steps for application
analogous to propensity score matching. However, entropy balancing has fewer subjective
design choices and manages to achieve a much more precise balance in covariates between the
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treatment and control sample than propensity score matching. Despite that, similar to PSM
with replacement, it can cause that a few control observations can receive extremely large
weights, making inferences more sensitive to specific observations.

4. Research design and sample selection

The relationship between management ownership and earnings management is analysed on a
large sample of 2,525 European listed firms in the period 2019-2020. Since the calculation of
most variables requires data from the previous year, the initial sample is restricted to active,
publicly listed companies that have available accounts for 2018, 2019, and 2020 and that apply
IFRS standards. The final sample consists of 2,525 companies. All necessary data is collected
from the BvD Orbis Europe database.

First, a standard OLS regression is conducted with controlling variables for the effects of
company size, profitability, solvency, sales growth, and ownership concentration. Afterwards,
the estimated regression results are compared with the results of propensity score matching and
entropy balancing approach.

The dependent variable represents the level of earnings management and it is measured by
estimating cross-sectional discretionary accruals from the modified Jones model [8], which is
the most commonly used proxy for earnings management. A higher proportion of discretionary
accruals in earnings implies more earnings management or lower earnings quality.

The modified Jones model [8] for computing cross-sectional discretionary accruals is esti-
mated in two stages:

1 AREV, GPPE;
TAjji-1 (TAijt1> Pt ( TA;ji1 ) + Pgt ( TA;ji—1 e S

CACCy [, 1 . (AREV,\ , (GPPE;
DACCi: = TA;ji—1 {ﬂoﬁ <TAijt1) Pt ( TA;j—1 + Pogt TAiji—1 )| @

where the subscript ¢ represents each company in the industry-year estimation portfolios 7 by
two-digit SIC codes, ACC is total accruals, TA is total assets at the beginning of the year, REV
is the change in revenue, GPPE is property, plant and equipment, and DACC is discretionary
accrual component. A minimum of 10 observations is required for each industry-year portfolio.

The absolute value of DACC (Abs dac) is used as earnings management proxy, where higher
values of Abs dac represent a higher likelihood of earnings management.

The main treatment variable is management controlling ownership (CSH M), which is equal
to one if a company’s manager is a controlling shareholder, and zero otherwise. Besides, ad-
ditional controlling variables are included for the effects of company size (Size), profitability
(ROA), solvency (SR), sales growth (Saleg), and ownership concentration (BVDind). To ac-
count for the primary motives behind manipulations, and in accordance with the majority of
previous studies (e.g., [24]), control variables for company size (Size), profitability (ROA), sol-
vency (SR), and sales growth (Saleg) are included. These motives are derived from Positive
Accounting Theory, which comprises three hypotheses: the bonus plan hypothesis, the debt
covenant hypothesis, and the political cost hypothesis [39]. These hypotheses typically serve
as the foundation for earnings management practices. Variables descriptions are provided in
Table 1.
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’ Variable \ Description ‘
CSH M 1 if a company manager is a controlling shareholder, and zero otherwise
dac Cross-sectional discretionary accruals from the modified-Jones model [8]
for each year using all company-year observations in the same two-digit
SIC code

Abs dac The absolute value of the dac

SR Solvency ratio, shareholders’ funds divided by total assets multiplied by
100

Size The natural logarithm of total revenues

ROA Return on assets, profit or loss before tax scaled by average total assets
multiplied by 100

Saleg Sales growth, total sales in year ¢ divided by total sales in year ¢t — 1

BVD ind The BvD ownership concentration indicator has five levels:

— A: Low (no shareholder >25%)
— B: Medium-low (25.1%-50%)

— C: Medium-high (>50.1%)

— D: High (>50% with branches)
— U: Other cases

Table 1: Variables definitions

The following model is used to estimate both ordinary least squares regression and weighted
ordinary least square regression, where weights are used from propensity score matching, Ma-
halanobis distance matching, and entropy balancing:

Abs dacit = ﬁo + 51 CSH Mit + ﬁQSRit + B3Sizeit + 54ROAn + 65 Salegit + Z ﬂBVD indit + €5t
3)

5. Results

In the first part of the empirical analysis, summary descriptive statistics are presented for
the full sample and for subsamples of companies with and without managers as controlling
shareholders (Table 2). The primary objective of this part of analysis is to assess whether the
control sample (CSH M=0) serves as a valid counterfactual for the treatment sample (CSH
M=1) or if there is an imbalance in covariates across these samples.

Results from Table 2 indicate that companies with controlling managerial ownership tend
to have higher level of earnings management (Abs dac), higher profitability (ROA), but lower
size (Size), level of solvency (SR), and revenue growth (Saleg). The statistical significance of
these differences is tested in Table 5.

Table 3 presents the distribution of companies by BvD ownership concentration for the full
sample. The majority of companies in the sample have high ownership concentration, with a
shareholder who owns more than 50% voting rights.

Correlation analysis is presented in Table 4. Spearman’s rank correlations are shown above
the diagonal and Pearson’s correlation coefficients are below the diagonal. The estimated re-
sults indicate a significant correlation between earnings management (Abs dac) and all other
variables, except for the managerial controlling ownership indicator, which is only marginally
significant (at 10% level).
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’Variable\ N Mean SD p25 Median P75

Panel A: Control subsample (CSH_M = 0)
Abs dac | 3619  0.055 0.058  0.016 0.037  0.071

Size 3594 18736  2.704  16.99 18.805 20.589
ROA 3591 0.641 15.549 -1.593 3.299 7401
SR 3578  43.331 25.131 29.635 43.431 59.117
Saleg 3597 1.213 3976  0.892 1.011 1.112

Panel B: Treatment subsample (CSH M = 1)
Abs_dac | 417  0.059  0.062  0.014 0.040  0.077

Size 414  18.239  2.019 16.986 18.185 19.452
ROA 416 1.642 12532 -0.982 3.439  7.137
SR 416 40.779  25.677 28.121 40.709  56.292
Saleg 415 1.026  0.389  0.864 0.996  1.103

Panel C: Full sample
Abs dac | 4036  0.055  0.058  0.016 0.037  0.072

Size 4008 18.684  2.646 16.990 18.737  20.437
ROA 4007  0.744 15.265 -1.556 3.309  7.386
SR 3994 43.065 25.198 29.502 43.117  58.804
Saleg 4012 1.194  3.768  0.890 1.010  1.112

Table 2: Descriptive statistics
Note: See Table 1 for variable definitions.

’ BVD ind \ Frequency Percent Cumulative

A 1,215 30.10 30.10
B 1,221 30.25 60.36
C 117 2.90 63.26
D 1,407 34.86 98.12
U 76 1.88 100.00
Total 4,036 100.00

Table 3: Distribution by BvD ownership concentration indicator
Note: See Table 1 for variable definitions.

’ \ CSH M Size Abs dac ROA SR Saleg

CSH M 1.000  -0.078 0.018 0004 -0.036 -0.028

(0.000) (0.272)  (0.803) (0.023) (0.079)

Size -0.065  1.000 0208 0271 -0.273  0.035

(0.000) (0.000)  (0.000) (0.000) (0.029)

Abs_dac 0.026  -0.214 1.000  -0.087 -0.047  0.024

(0.099)  (0.000) (0.000)  (0.003) (0.128)

ROA 0.014  0.336 0.162  1.000  0.273  0.278

(0.374)  (0.000) (0.000) (0.000)  (0.000)

SR 0.036  -0.225 0.097 0251  1.000  0.034

(0.022)  (0.000) (0.000)  (0.000) (0.032)

Saleg 0.015  0.002 0.032  0.001 -0.001  1.000
(0.339)  (0.905) (0.046)  (0.962) (0.970)

Table 4: Pearson/Spearman correlation matriz
Note: See Table 1 for variable definitions. Pearson’s correlation coefficients are below the
diagonal and Spearman’s rank correlations are above the diagonal. P-values are in parentheses.
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Table 5 provides evidence of a significant covariate imbalance between the control and treatment
sample, especially in the value of Size and the Solvency ratio.

’ Variable \ N Ctrl N Trt Mean Ctrl Mean Trt Diff SE t o) ‘
Abs dac 3,619 417 0.054 0.059 -0.005 0.003 -1.50 0.140
ROA 3,591 416 0.640 1.642 -1.002 0.790 -1.25 0.206
SR 3,578 416 43.331 40.779 2,551 1.305 1.95 0.051
Saleg 3,597 415 1.213 1.026  0.188 0.196 0.95 0.338
Size 3,594 414 18.736 18.239  0.497 0.137  3.65 0.001
Table 5: T-test differences in mean values between treatment and control subsamples before

balancing
Note: See Table 1 for variable definitions. Ctrl = Control, Trt = Treatment, SE = Standard
FError

To address covariate imbalance concerns across samples with and without managerial control-
ling ownership, propensity score matching (PSM), Mahalanobis distance matching (MDM), and
entropy balancing (EB) are employed to reweight observations and to achieve covariate balance.
In order to apply PSM and obtain the propensity score, a logit model is first estimated, where
the managerial controlling ownership indicator (CSH M) is the dependent variable, and five
covariates are included in the model as independent variables (Size, ROA, BVD ind, SR, and
Saleg). The estimated propensity scores (Table 6) indicate that Size, Profitability, BvD owner-
ship concentration, and Solvency ratio are significant covariates in the propensity score model.
The Hosmer-Lemeshow test was also performed to find evidence that the estimated logit model
adequately fits the data.

CSH M \ Coeff. St.Err. t-value p-value Sig

Size 0.833 0.023 -6.58 0.000 F*
ROA 1.013 0.005 2.36 0.018 **
BVD ind 1.651 0.345 2.40 0.016 **
SR 0.992 0.002 -3.39 0.001 Fe*
Saleg 1.042 0.098 0.43 0.665
Constant 14.451 7.997 4.83 0.000 X

Number of obs: 1,502

McFadden’s pseudo r-squared: 0.030
Chi-square: 52.788

Prob > chi2: 0.000
Hosmer-Lemeshow chi2(8): 11.54

Table 6: Propensity score model
Note: See Table 1 for variable definitions. Standard errors are in parentheses. *** p<0.01, **
p<0.05, * p<0.1

The distribution of propensity scores from the logit model in Table 6 is presented graphically
in Figure 1 to examine the appropriate distributional overlap in observable covariates from the
treatment and control subsamples. Figure 1 indicates adequate distributional overlap and shows
that the estimated propensity scores are not concentrated around the extreme values of one
and zero.
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0 2 4 6 8
Propensity Score

Figure 1: Propensity score density for the treatment sample (CSH M=1) and the control sample
(CSH M=0).

Control ====- Treated I

’ Variable \ Mean treated Mean untreated Std. diff. ‘
Panel A: Before balancing
Size 18.24 18.80 -0.234
ROA 1.77 1.09 0.049
SR 40.49 43.43 -0.117
Saleg 1.03 1.22 -0.066
Panel B: PSM
Size 18.36 18.37 -0.005
ROA 1.84 1.76 0.005
SR 41.30 41.57 -0.011
Saleg 1.03 1.07 -0.013
Panel C: Mahalanobis
Size 18.24 18.33 -0.037
ROA 1.77 2.09 -0.024
SR 40.49 41.07 -0.023
Saleg 1.03 1.00 0.010
Maximum weight 6.00
Panel D: Entropy balancing
Size 18.24 18.24 0.000
ROA 1.77 1.77 0.000
SR 40.49 40.49 -0.000
Saleg 1.03 1.03 -0.000
Maximum weight 2.974

Table 7: Balance statistics before/after matching
Note: See Table 1 for definitions.

Observations are matched using the nearest neighbour algorithm (1:1) with a maximum
caliper distance in propensity scores between matched pairs of 0.01, allowing each control ob-
servation to be matched with only one treatment observation (matching without replacement),
as recommended by the majority of previous studies [33, 37, 25]. The propeunsity score matching
approach resulted in a sample of 800 matched observations (400 from both the treatment and
control subsamples).

60



CRORR 17:1 (2026), 51-65 Sodan: Management ownership and earnings management: ...

bvd_ind==4 4 . bvd_ind==4 4
bvd_ind==2-® bvd_ind==2-®
bvd_ind==3 4 . bvd_ind==3 1
size - . size 4 .
bvd_ind==5 L] bvd_ind==5 .

solvency L solvency 4 L

'| .l
» »
t +

saleg 1 saleg 1
foa4) T T T 103 T T T T
5 0 5 1 15 = -5 0 5 1 15
Standardised difference Standardised difference
[ Before Adjustment & After Adjustment | [ Before Adjustment # After Adjustment |
(a) PSM adjustment (b) Entropy balance adjustment

bvd_ind==4 ! °
bvd_ind==21®
bvd_ind==3 3

size .
bvd_ind==5 .

solvency - L

saleg - d |
|0

roa |

0 5
Standardardised difference

[ Before Adjustment & After Adjustment |

(c) Mahalanobis matching

Figure 2: Standardised differences in means before and after matching.

Table 7 shows that PSM, MDM, and EB approaches were successful in balancing covari-
ates, since the standardised differences in means fall within acceptable boundaries for balanced
covariates (i.e., inside of the values of +/-0.1, according to [32, 25]. However, the entropy
balancing approach (by the definition) generates a more exact balance in covariates between
the treatment and control sample than propensity score matching, and the maximum weight
to control observation in EB is 2.974, suggesting that estimations are not (over)sensitive to a
specific observation.

Standardised differences in means before and after matching for PSM, EB, and MDM are
also presented graphically in Figure 2. Standardised difference is calculated as the difference in
means between the treatment and control subsamples divided by the square root of the average
variance of treatment and control subsample.

Finally, Table 8 presents the results of estimating the main research model from Eq. (3) by
using ordinary least squares (OLS) in model (1), entropy balancing on the first moment weighted
regression (2), entropy balancing on the second moment weighted regression (3), regression
using propensity score matched observations (4), and regression using Mahalanobis matched
observations (5).

The results provide evidence of a significant positive relationship between managerial con-
trolling ownership and earnings management only when using the entropy balancing on the first
moment approach, while this relationship is not significant when applying the PSM, MDM, and
OLS methods.
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[ Abs_dac [ (1) OLS (2) EB (Ist) (3) EB (2nd) (4) PSM (5) Mahal. |

CSH M 0.003 0.004** 0.002 0.004 0.000
(0.003) (0.002) (0.002) (0.004) (0.004)
Size -0.005%** -0.0047%** -0.006*%**  -0.006*** -0.006%**
(0.000) (0.000) (0.000) (0.001) (0.001)
ROA 0.000%** 0.000 0.000%** 0.000 0.000**
(0.000) (0.000) (0.000) (0.000) (0.000)
BVD_ind(1)
BVD ind(2) 0.000 -0.010 0.001
(0.002) (0.058) (0.338)
BVD ind(3) -0.005 -0.002 0.003
(0.005) (0.042) (0.161)
BVD _ind(4) -0.002 0.000 0.002 0.002 0.011
(0.002) (0.041) (0.161) (0.007) (0.007)
BVD ind(5) 0.003 0.008 0.006
(0.006) (0.168) (1.196)
SR 0.000%** 0.000%** 0.000*** 0.000%** 0.000***
(0.000) (0.000) (0.000) (0.000) (0.000)
Saleg 0.000** 0.005%*** 0.022%** 0.005* 0.029%**
(0.000) (0.001) (0.002) (0.003) (0.007)
Constant 0.159%** 0.133%** 0.146 0.179%*** 0.140%**
(0.008) (0.042) (0.162) (0.022) (0.024)
Observations 3,948 3,948 3,948 800 708
R-squared 0.071 0.050 0.077 0.084 0.088

Table 8: Regression results (OLS, EB weighted, PSM, and Mahalanobis matched)
Note: Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.

6. Conclusion

This research adopts entropy balancing, propensity score, and Mahalanobis distance matching
techniques to investigate the effect of managerial controlling ownership on earnings manage-
ment for the large sample of European listed companies. The estimated results suggest that
managerial controlling ownership is significantly positively related to earnings management only
when using entropy balancing on a first moment (mean) approach. However, our analysis did
not find a significant relationship between these variables when applying alternative match-
ing techniques, which limits the influence and generalizability of the gathered evidence. The
temporal scope of the study, covering 2019-2020 also raises concerns regarding generalisation
because the COVID-19 pandemic significantly disrupted economic activity in 2020 [34], po-
tentially affecting earnings management behaviour due to heightened uncertainty and altering
ownership structures. Additionally, while matching methods address observable confounders,
the potential impact of unobservable factors always remains a concern in this type of archival
research studies.

Even though there are many previous studies on managerial ownership and financial report-
ing quality, prior research has not accounted for both Type 1 agency conflict, emerging from
the separation of ownership from control, and Type 2 agency conflicts, arising from ownership
concentration. This paper tries to extend previous empirical work by analysing the manage-
ment ownership only at high levels, i.e. only companies with managerial controlling ownership,
and by adopting matching techniques. In this way, we can accommodate non-linearity concerns
and exploit other advantages of a matched-sample research design over a traditional linear re-
gression design. Additionally, by controlling for ownership concentration, we can account for
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both Type 1 agency conflict, arising from the separation of ownership from control, and for
Type 2 agency conflicts, arising from the ownership concentration, i.e. conflicts between the
controlling and non-controlling shareholders. Besides, this paper provides useful implementa-
tion guidance for the most popular matching methods: propensity score matching, Mahalanobis
distance matching, and entropy balancing. We underscore that the design choices inherent in
various matching techniques can significantly affect sample composition and the estimated find-
ings. Consequently, we recommend that future researchers transparently disclose their design
choices and complement matched sample results with alternative research designs. Moreover,
our findings bear substantial practical implications for corporate governance in Europe. For
instance, regulators and minority shareholders may interpret pronounced earnings management
by controlling managers as an indicator to bolster oversight mechanisms, enhance transparency,
or revise governance policies. Financial analysts and auditors could also leverage our findings to
refine their audit procedures and analytical approaches when evaluating firms with controlling
managers.
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1. Introduction

The relationship between tourism and real estate prices has become the focus of research inter-
est due to the growing availability of travel, which has led to an increase in tourist numbers and
a greater impact of tourism on the economy in many countries. In addition, the advances in
empirical methods of analysis, particularly the application of spatial econometrics, have further
contributed to the study of these issues [17, 9, 3, 8]. The recent surge in real estate prices in
Europe requires a more detailed analysis of the factors influencing the development of real estate
prices. This study focuses on the Republic of Croatia, specifically at the county level, where
real estate supply and demand largely depend on economic, demographic, and tourism-related
factors [13, 12, 2, 8, 17,9, 7, 18]. Typical economic variables examined in the literature are GDP
per capita, average net income (wages), interest rate, unemployment rate, credit supply, and
the purchasing power of the population. Demographic indicators typically include the number
of new businesses opened, the number of new residents moving into the area and the number of
building permits issued. In recent research, tourism variables are increasingly included as they
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have a significant impact on the economy [14, 16, 13, 17, 9]. Among the tourism indicators,
the share of rental properties, the share of private accommodation in total tourist capacity, the
length of the summer tourist season, the number of overnight stays by tourists, and the length
of their stay in the country show the most important effects on real estate prices [17, 9, 3.

This study analyzes all counties of the Republic of Croatia, taking into account their mutual
interconnections. The aim of the study is to examine the impact of tourism-related indicators
on the real estate prices in each county and to employ spatial panel models to demonstrate
how tourism significantly contributes to the transmission of real estate prices across county
borders. Due to the county-level focus, variables available only at the national level, such as
the purchasing power of the population, interest rates on housing loans and the supply of hous-
ing loans, are excluded from the research, as their effects cannot be specifically isolated at the
county level. Tourism indicators are widely recognized in the literature as key drivers of real
estate price transmission between more and less tourism-developed regions. While the theoret-
ical foundations of spatial price transmission have been established [15], empirical research on
this phenomenon in Croatia remains limited. The first empirical analysis confirming this hy-
pothesis for Croatia was conducted in 2023. [17] applied spatial econometrics to show that real
estate prices in tourist cities and municipalities in the Republic of Croatia influence prices in
less tourist-developed areas. However, with the exception of this paper, most previous studies
have relied on traditional econometric methods, which cannot fully capture the spatial inter-
dependencies between regions. These models typically overlook the potential spillover effects,
where tourism-induced price increases in one region may affect neighboring areas. However,
real estate markets are inherently spatial, as real estate prices depend not only on local supply
and demand, but also on factors in neighboring regions. This is particularly true in the context
of Croatian counties, which are linked by commuter flows, investments, shared infrastructure,
and tourism-driven real estate demand. Ignoring these spatial interdependencies can lead to
misleading conclusions about the determinants of real estate prices. Incorporating a spatial
dimension into the analysis enables the explicit modeling of spillover effects, i.e. how shocks
in one location may spread to other locations, improving the accuracy of the estimates and in-
creasing their policy relevance. By applying spatial panel models, this study, therefore, provides
a more sophisticated and robust analysis that allows us to more accurately capture the spatial
transmission of real estate prices and provide deeper insights into the way tourism affects the
Croatian real estate market.

The paper contributes to the literature by analyzing the impact of tourism on real estate
prices in the Republic of Croatia at the county level, which has not been systematically stud-
ied before. In contrast to previous studies that have focused on the impact of tourism at the
national level or within individual cities, this research examines counties as the primary spa-
tial units of analysis. This approach provides valuable insights into regional macro-trends that
remain invisible at narrower geographical levels. In addition, spatial econometric methods are
used to investigate potential spatial spillover effects between counties, which have hardly been
studied in the Croatian context. To this end, three different spatial econometric models and
three different spatial matrices are applied, which underline the importance of spatial dynamics
for the understanding of real estate price movements.

2. Determinants of real estate prices in Croatia: a literature review

Since the early 2000s, the development of real estate prices in Croatia has attracted increas-
ing attention. Initially, price changes were well explained by traditional supply and demand
indicators identified in the empirical literature. However, as time progressed, these traditional
factors began to diverge from actual price movements, prompting researchers to investigate new
determinants. Due to their strong and increasing correlation with real estate market dynamics,
tourism-related variables gradually became recognized as key drivers of real estate prices —
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not only in Croatia, but also in other (Mediterranean) countries. In this context, the literature
highlights several important supply-side determinants of real estate prices, including the hous-
ing stock, the number of newly established businesses, the number of tourist accommodations,
the share of private accommodations in the total supply, and the length of the tourist season.
In addition, the number of overnight stays per capita, the number of tourist arrivals and the
length of stay are also considered important indicators of the impact of tourism on real estate
supply and pricing [16, 17, 9, 13, 2]. These variables reflect the capacity of the market and its
ability to respond to increased tourism demand, which can have a significant impact on the
availability and price of housing units.

On the other hand, the demand for real estate is determined by the income of the population,
the supply of housing loans, the proportion of new immigrants, the purchasing power of the
population, unemployment rate, interest rates, and GDP per capita [14, 13, 16, 17, 9, 10]
These economic indicators reflect the population’s financial ability to purchase or rent existing
properties, as well as their ability to access financing sources such as loans.

The influence of these supply and demand factors has been examined by numerous authors,
whose empirical results provide a deeper insight into the Croatian real estate market. The
following section presents selected studies that have made a significant contribution to our un-
derstanding of the relationship between economic, demographic, and tourism-related variables
and real estate prices in Croatia.

[16] analyzed the effects of various variables on real estate prices in Croatia from 1965 to
2003. The variables included were housing stock, income, availability of credit (as measured by
interest rates), cost of living, and the share of the informal economy. He concluded that real
estate investment was often driven by the preservation of wealth in an unstable economy rather
than by the actual housing needs. This phenomenon, combined with inefficient housing use and
insufficient investment in entrepreneurship, contributed to rising rental prices and declining
average household income over the long term. [13] analyzed the period from 2005 to 2018 for
11 Central and Eastern European (CEE) EU Member States. The focusing on the impact of
tourism and the number of newly established companies on real estate prices. Their findings
indicate that an increase in the number of short-term rental apartments and a decrease in
newly established companies correlate with higher property prices. It was also found that,
tourism—especially tourism driven by foreign visitors—was a significant driver of demand in
the real estate market.

At the local /national level, [9] analyzed the impact of tourism on housing affordability in 242
Croatian cities and municipalities between 2012 and2018. Their variables included seasonality,
income, loan repayment capacity, number of tourist accommodations and tourism concentration.
Their findings showed that extended summer season and a higher proportion of rental housing
significantly reduce housing affordability and encourage population migration from tourist to
non-tourist areas.

[10] theoretically considers credit supply and collateral as the most important variables.
Croatia’s accession to the EU has increased foreign demand for real estate. In 2017-2018,
the prices rose by approximately 5 %, but without an increase in the volume of credit, which
indicates that tourism was the main driver of price growth.

Finally, [14] used Croatian data from 2002 to 2022 to investigate how household income,
interest rates, credit supply, GDP and the number of building permits influence house price
risks using quantile regression. Their results underline the importance of macroeconomic and
financial factors in shaping house price dynamics and affordability.

While most existing studies focus on local economic, demographic and tourism-related fac-
tors, spatial effects remain under-researched. When analyzing real estate prices at the county
level, it is crucial to consider spatial interdependence, as price dynamics in one county can be in-
fluenced by developments in other counties. [7], one of the seminal studies in this area, examined
regional house prices in the UK and identified the so-called "ripple effect", i.e., a phenomenon
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whereby price changes originate in one region, e.g. the South-East, and spread outwards. This
finding suggests that regional real estate markets are interconnected and that price movements
can spread spatially over time. According to [7], the most important mechanisms for this effect
are migration, capital transfer, spatial arbitrage, and exogenous shocks.

In the real estate literature, there are other price transmission mechanisms between loca-
tions. According to [7, 4] the spatial spillover effect is a more comprehensive concept than
the ripple effect. Unlike the ripple effect, spatial spillover effects refer more generally to the
broader influence of economic or demographic changes in one region on surrounding regions.
Spatial spillover effects can emerge through various mechanisms, e.g. spatial autocorrelation,
contagion effects, and diffusion processes. In the Croatian context, these spillover effects can
be particularly pronounced between counties due to their geographical proximity, migration
between counties, similar economic characteristics, and factors such as shared infrastructure.

Despite the recognized importance of spatial effects in real estate literature, this aspect
has received limited empirical attention in Croatia. To date, the only comprehensive empirical
analysis of spatial spillover effects on Croatian real estate prices is provided by [17], who used
a spatial panel model to estimate the impact of tourism, demographic, and economic variables
across HH6 Croatian cities and municipalities. The variables analyzed included: the share of
rental space, the number of overnight stays and tourist arrivals per capita, the share of private
accommodation, and demographic indicators (new residents, marriages, vitality index). The
increasing share of short-term rentals and private accommodation has the strongest impact
on price increases, while the spatial spillover effects are not necessarily limited to immediate
neighboring areas, indicating complex interregional dependencies in housing market dynamics.

Although city- and municipality-level analyses provides detailed local insights, a county-
level approach can add value by capturing broader regional patterns, increasing the relevance of
results for regional policymaking, and providing a more stable and robust statistical framework
for analyzing the spatial impact of tourism on real estate prices. For these reasons, the present
study focuses on county-level data for Croatia to assess how tourism-related factors contribute
to real estate price transmission and spatial spillover effects across regions.

3. Data and methodology

This paper examines the factors influencing real estate prices across the 21 counties of the
Republic of Croatia. The analysis covers the period from 2011 to 2019 for each individual
county. Although the initial intention was to include data up to 2021, the last two years of
the sample (2020 and 2021) were excluded from the sample since they significantly affected
the results as they are related to the pandemic period. A spatial panel model is used to
assess how selected economic, tourism, and demographic indicators in one county influence
real estate prices in neighboring counties, i.e., the counties it borders. The term “spatial” in
statistical models refers to spatial econometrics, a method for analyzing interactions between
geographical units. In this study, the observed units are the 21 counties of the Republic of
Croatia. Spatial dependence poses a methodological challenge for the application of traditional
econometric methods, as the assumption of independence and equal distribution of observations
is no longer fulfilled. Therefore, it is crucial to use methods that adequately address spatial
interactions between geographical units.

Given the structure of the dataset — 21 counties observed over nine years (2011-2019) —
a (static) spatial panel model is applied to analyze the relationship between tourism, economic
and demographic variables, and residential real estate prices. Table 1 provides a list of variables
along with their data sources, while Table 2 presents their descriptive statistics. It should be
noted that the selection of variables was guided by the existing literature and the theoreti-
cal framework discussed earlier. However, the final selection was largely constrained by the
availability of county-level data across the study period.
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Variable Variable description Source

Real estate price The median prices of houses and MPGI (2024)
apartments per square meter

Tourist accommodation units The number of accommodation units HTZ (2024)
in a county

Tourist arrivals (in 000) The number of tourist arrivals in a HTZ (2024)
county

Share of employees in service activities Share of employees in service indus- HTZ (2024)
tries within a county compared to
the total number of employees in that
county (%)

Unemployment rate Registered unemployment rate (%) HZZ (2024)
‘Wages Net salaries in euros by county DZS (2024)
Population Number of inhabitants of the county ~— DZS (2024)
GDP per capita (EUR) GDP per capita of a county DZS (2024)

Table 1: Definition and source of variables.

Note: MPGI - Ministry of Physical Planning, Construction and State Assets (Ministarstvo prostornog uredenja,
graditeljstva 1 drzavne imovine) https://mpgi.gov.hr/; HTZ - Croatian National Tourist Board (Hrvatska
turisticka zajednica) https://www.htz.hr/hr-HR; HZZ - Croatian Employment Service (Hrvatski zavod za
zapoSljavanje) https://www.hzz.hr/statistika/; DZS - Croatian Bureau of Statistics (Drzavni zavod za
statistiku) https://podaci.dzs.hr/hr/ [Accessed 24/6/2025]

Significance levels: * p < 0.10, ** p < 0.05, *** p < 0.01.

Variable Obs Mean Std. dev. Min Max
Real estate price 189 1006.86 435.36 362 2540
Tourist accommodation units 189 49182.29 80287.15 356 306040
Tourist arrivals (in 000) 189 700.61 1053.23 9 4482
Share of employees in service activities 189 6.16 8.32 0.21 45.32
Unemployment rate 189 18.50 8.60 3.7 38.1
Wages 189 726.15 87.78 581 1100
Population 189  199865.00 164618.70 44625 807254
GDP per capita (EUR) 189 9523.16 2803.13 5285 17959

Table 2: Descriptive statistics of accepted variables.

Before applying spatial regression, its application must be justified by establishing the pres-
ence of spatial correlation between the geographical units. since the units under investigation
are croatian counties, which can be assumed to be interdependent due to shared infrastructure,
labor market integration, and regional policy. The expectation of a spatial correlation is further
supported by the results of previous studies (see e.g. [17]). To test for cross-sectional depen-
dence, the CD(p) test developed by [11] is employed. This test examines the null hypothesis
that assumes the absence of the above dependence. The results of the CD(p) test (Table 3)
show that all the analyzed variables are statistically significant, which allows us to reject the
null hypothesis and confirm the spatial connectivity between counties. These findings justify
the application of spatial econometrics in subsequent analysis.
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Variable CD-test p-value corr  abs(corr)
Real estate price 4.96 0.000 0.114  0.387
Tourist accommodation units 26.8 0.000 0.616  0.617
Tourist arrivals (in 000) 33.65 0.000 0.774  0.892
Share of employees in service activities 35.78 0.000 0.823 0.824
Unemployment rate -1.97 0.048 -0.045 0.322
Wages -1.98 0.048 -0.045 0.294
Population 24.32 0.000 0.559  0.862
GDP per capita (EUR) 32.12 0.000 0.739  0.847

Table 3: Test for global dependence of variables.

Cross-sectional dependence has become a central theme in econometric research, particu-
larly in studies analyzing regional economic dynamics. Traditional panel data models assume
independence across cross-sectional units, which is often unrealistic, especially in the case of
real estate markets where price transmission frequently occurs between neighboring regions. As
a result, the econometric literature increasingly relies on "cross-sectional interaction effects",
which indicate that economic behavior in one unit is influenced by behavior in other units.
Spatial econometrics extends this approach by explicitly modeling these interactions, especially
those driven by geographic proximity. Admittedly, there are alternative approaches for address-
ing cross-sectional dependence, such as Common Correlated Effects (CCE) estimators. These
estimators account for general cross-sectional dependence by modeling correlations arising from
unobserved common factors; however, they do not incorporate specific spatial structures. In
contrast, spatial panel data models explicitly account for both distance decay and spillover ef-
fects across neighboring regions via the spatial weight matrix. This is particularly important in
the context of real estate prices, where proximity and regional interdependencies play a crucial
role [5].

To further support the use of spatial models, the global Moran’s I test is conducted to
formally assess the presence of spatial autocorrelation in the data. The test is applied separately
for each year, which is appropriate for panel data as it assesses spatial autocorrelation within
each cross-section separately. The results (Table 4) indicate that the spatial distribution of the
data is not random in most years, with certain periods exhibiting particularly strong spatial
clustering. These findings support the use of spatial econometric models for our analysis, as
failing to account for spatial dependence could lead to biased results.

Year Moran’s I Z-score p-value

2011 0.52457 2.24 0.025
2012 0.14034 0.71 0.48

2013 0.22868 1.02 0.308
2014 0.52678 2.18 0.029
2015 0.62043 2.47 0.014
2016 0.52783 2.22 0.026
2017 0.44717 1.94 0.052
2018 0.44585 1.83 0.068
2019 0.51758 2.07 0.038

Table 4: Global Moran’s I.

In real estate markets, spatial interactions occur when real estate prices in one county are
co-determined by (i) real estate prices in neighboring counties, (ii) explanatory variables such
as tourism activity in other counties, and (iii) spatially correlated error terms. These effects,
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known as "spatial lags", capture the mechanisms through which regional housing markets are
interconnected. In contrast to standard panel methods, which do not take such dependencies
into account, spatial econometric models — such as the Spatial Autoregressive Model (SAR),
the Spatial Durbin Model (SDM) or the Spatial Error Model (SEM) — allow for a more accurate
estimation of the impact of tourism on real estate prices in different counties. An important
first step in the application of spatial econometrics is the definition and creation of a spatial
matrix. A spatial weights matrix is a non-negative NxN matrix where each row represents an
observation, while the columns correspond to the locations of neighboring spatial units. Since
geographic measures are considered most effective for estimating interactions between spatial
units, this study employs a spatial weights matrix based on the connectivity of neighboring
counties. We begin by using a row standardized spatial matrix that includes one nearest
neighbor (wknnl). To assess the robustness of the results, the same models will be additionally
tested using a row-standardized spatial weights matrix based on two nearest neighbors (wknn2),
as well as a rook contiguity matrix (wcon), which defines neighbors as counties that share a
common border.

To analyze the influence of the independent variables on the dependent variable, three
different spatial models—SAR, SDM, and SEM—will be used.

The SAR model focuses on the spatial dependence of the dependent variable. This means
it accounts for how the values of the dependent variable in one unit (in this case, a county)
depend on the values of the dependent variable in neighboring counties. The SAR model is
given as follows:

y=pWyr+ XeB+p+e, t=1,....T (1)

where y; is a vector of real estate prices for the observed county (i) at year ¢, while Wy,
represents the spatial lag of the dependent variable, reflecting the influence of real estate prices
in neighboring counties. The parameter p defines the intensity of the influence of real estate
prices in neighboring counties on the prices in the observed county. Additionally, real estate
prices in the observed county depend on the county’s own vector of variables (X3) that influence
real estate prices, with 8 indicating the strength of these variables’ influence.

The SDM model extends the SAR model by incorporating spatial lags of the independent
variables. This model accounts for both the influence of the dependent variable in neighboring
counties and the impact of independent variables from neighboring counties on the dependent
variable in a given county. It is more flexible because it captures spatial effects on both sides
of the equation. The SDM model is described by:

y=pWuyr + Xy S+ WX0+ i+ ¢ (2)

Compared to the SAR model, this model is extended by W X;0. The parameter 6 shows the
strength of the correlation between the independent variables in neighboring counties and the
real estate prices of the observed county.

The SEM model focuses on the spatial dependence of the model errors. It assumes that errors
are not independent but have a spatial structure, suggesting that spatial dependence stems from
unobserved factors not included in the model. This model is useful when spatial effects influence
the data but are not directly measurable. In this analysis, SEM uses a Kapoor-type spatial
error structure, which assumes time-varying spatial autocorrelation in the idiosyncratic errors.
The SEM model is expressed as:

yr = X8+ p+ v,

_ (3)
vy = )\WVt + €.

Here, X indicates the degree to which errors in one county are related to errors in neighboring
counties.
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To determine which model best fits the data, a series of diagnostic tests will be conducted.
The likelihood ratio (LR) test will evaluate the hypothesis § = —p8 to compare SEM and SDM.
Rejection of the null hypothesis (p < 0.05) favors SEM; otherwise, SDM is preferred. Similarly,
SAR and SDM will be compared by testing # = 0. Rejection of this hypothesis (p < 0.05)
supports SDM; otherwise, SAR is sufficient.

Additionally, Akaike’s Information Criterion (AIC) and Bayesian Information Criterion
(BIC) will be used. According to [1], these criteria help analysts select the optimal spatial
econometric model and correctly identify spatial dependence. Lower AIC and BIC values in-
dicate better model performance. The results of these diagnostic tests will be reported at the
bottom of each results table..

4. Empirical anaylsis

Based on the list of potential determinants (Section 2) and the applied methodology (Section
3), the empirical analysis focuses on examining the impact of tourism and demographic and
economic factors on real estate prices in 21 counties of the Republic of Croatia in the period
from 2011 to 2019. The analysis is conducted on an annual basis.

First, all variables listed in table 1 are tested, each of which is hypothesized to have a sig-
nificant impact on real estate prices. For this purpose, the spatial matrix wknnlis used, which
considers only one nearest neighbor, i.e., the nearest neighboring county. The full regression re-
sults are available in the online appendix at: https://zenodo.org/records/15773699. Diagnostic
tests suggest that SAR is the preferred model. Among the tested variables, only three variables
are found to be statistically significant in their effects on real estate prices: the number of
tourist accommodation units, population, and GDP per capita. The remaining variables are
not statistically significant, either when they are all included in the model or when tested in
various combinations. Due to space limitations, these results are not presented here but are
available upon request.

Given these findings, the analysis is continued using only the three variables and the results
are interpreted in more detail. These results are shown in Table 5.

The key component of all spatial models is the coefficient with the spatial matrix, p, whose
significance indicates the existence of spatial spillover effects across countries. In both Table
A1 and Table 5, the spatial p is positive and statistically significant, confirming the importance
of spatial effects in real estate prices across Croatian counties. In particular, a positive value
of spatial p indicates that an increase in real estate prices in one county leads to an increase in
real estate prices in other counties, i.e., that there are spatial spillover effects.

The interpretation of the coefficients is not as simple as with linear regressions, as spatial
regression models also contain information from neighboring counties/observations. In these
models, one should therefore distinguish between “direct” and “indirect” effects, while the “over-
all” average effect of a change in the independent variable on the dependent variable is the
combination of these two effects [6]. In our case, the direct effect measures the impact of
changes in the underlying factors within a county on the growth of real estate prices in that
county when the spatial multiplier is taken into account. The indirect effect measures the
impact of changes in the explanatory variables (underlying factors) of other counties on the
growth of real estate prices in the county under observation. The main estimation results are
shown in the first part of Table 5, while the direct and indirect spillover effects are shown in
the lower part of the table.
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(1) (2) (3)
Model SAR SDM SEM
Spatial weights matrix wknnl wknnl wknnl

Real estate price

Real estate price

Real estate price

Tourist accommodation units 0.00245%** 0.00253** 0.00264***
(0.000817) (0.00100) (0.000890)
Population 0.00119%** 0.000969** 0.00122***
(0.000429) (0.000452) (0.000475)
GDP per capita —0.0460** —0.0248 —0.0482**
(0.0206) (0.0240) (0.0237)
__cons 929.6*** 999, 7*** 1091.7%**
(210.6) (214.0) (215.9)
P 0.145%** 0.131%*
(0.0554) (0.0554)
A 0.113*
(0.0626)
LR _Direct
Tourist accommodation units 0.00252%** 0.00265***
(0.000856) (0.000993)
Population 0.00119%** 0.000998**
(0.000421) (0.000435)
GDP per capita —0.0447%* —-0.0255
(0.0201) (0.0223)
LR _Indirect
Tourist accommodation units 0.000403* 0.000977
(0.000218) (0.000885)
Population 0.000186* 0.000629*
(0.0000984) (0.000376)
GDP per capita —0.00680* —0.0424**
(0.00387) (0.0199)
LR _Total
Tourist accommodation units 0.00292%** 0.00363***
(0.00102) (0.000997)
Population 0.00138*** 0.00163***
(0.000489) (0.000517)
GDP per capita —0.0515%* —0.0679***
(0.0230) (0.0224)
Number of observations 189 189 189
Number of cross-sectional units 21 21 21
0 = —pB (SEM vs SDM) p=0.1015
6 =0 (SDM vs SAR) p=0.2843
AIC 2626.529 2626.906 2629.901
BIC 2649.221 2656.082 2652.594

Table 5: Main results for SAR, SDM and SEM model mentioned.

Note: Standard errors are reported in parentheses.

Significance levels: * p < 0.10, ** p < 0.05, *** p < 0.01.
e The hypothesis § = —pf is tested to determine whether the Spatial Durbin Model (SDM) can be simplified to
the Spatial Error Model (SEM). The p-value from this test is reported under the model selected based on this

criterion.

e The hypothesis § = 0 is tested to determine whether the Spatial Durbin Model (SDM) can be simplified to
the Spatial Autoregressive Model (SAR). The p-value from this test is reported under the model selected based

on this criterion.
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Since the diagnostic tests suggest the use of SAR model, the results are interpreted using
only this model. Both the direct and indirect effects of all independent variables are significant
(up to the 10% significance level). The findings can be interpreted as follows.

An increase in the number of tourist accommodation units by 100 is associated with an
increase in the average real estate price per square meter in that county of €0.29, of which €0.25
can be attributed to direct effects and €0.04 to indirect effects. For an average 60 m? apartment,
this corresponds to a total increase of approximately €17.40 in its price. More accommodation
units can increase the demand for real estate, as it is expected that tourists, investors and
perhaps even local residents will be willing to invest in real estate in that area, which will directly
result in an increase in real estate prices. In addition, an increase in tourist accommodation
capacity in one county can stimulate tourism development in surrounding areas, increasing the
demand for real estate in other neighboring counties, even though the accommodation is not
located in those specific areas. The €0.04 per square meter indirect effect reflects a minor
but meaningful impact on real estate prices in neighboring counties. For an average 60 m?
apartment, this indirect effect would lead to a €2.40 increase in its market value, showing that
even modest changes in neighboring areas can accumulate and influence broader real estate
trends.

An increase in the population of a county by 1,000 is associated with an increase in the
price of the average real estate in that county of €1.38 per square meter, of which €1.2 can
be attributed to direct and €0.18 to indirect effects. Using the example of an average 60 m?
apartment, this means an increase in the price of the average apartment of around €82.80,
whereby the majority of this increase (€72) is due to direct effects within the county, while the
remaining €10.80 is due to indirect effects from neighboring counties. Namely, an increase in
population directly contributes to rising real estate prices by increasing demand for housing.
As the number of residents grows, so does the pool of potential buyers and tenants. Finally,
an increase of the GDP per capita by €100 in a county, leads to a decrease in the price of the
average real estate by €5.15, of which €4.47 are direct effects and €0.68 are indirect effects.
At first glance, this finding may seem counterintuitive, as one would typically expect that an
increase in GDP per capita, i.e., an improvement in the standard of living, would lead to higher
real estate prices. However, it is possible that in counties with a higher GDP per capita, i.e.,
more developed counties, there are more opportunities for investment other than real estate. In
such cases, reduced demand for residential property, could result in a decline in housing prices.

To assess the robustness of our results, the spatial weights matrix was changed and the lags
of the independent variables were included. These results are given in Table 6.

In Column 1 of Table 6, the two-nearest neighbors weight matrix (wknnl) is used, while
in Column 2, the contiguity matrix is applied. The results are largely consistent across both
specifications, with the only notable difference being that GDP per capita becomes statistically
insignificant in one specification. In Column 3, the current values of the dependent variables
are replaced with their spatial lags to address potential endogeneity concerns. As in the main
specification, the results remain robust, confirming the validity of our findings. Additionally,
the spatial coefficient, rho, is statistically significant in all model specifications.
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(1) (2) (3)
Model SAR SAR SAR
Spatial weights matrix wknn2 wcon wknnl

Real estate price Real estate price

Real estate price

Tourist accommodation units 0.00238*** 0.00226%**
(0.000823) (0.000699)
Population 0.00115%** 0.00102%**
(0.000434) (0.000364)
GDP per capita —0.0452** —0.0253
(0.0210) (0.0193)
Lag Tourist accommodation units 0.00219%**
- (0.000726)
Lag Population 0.000966**
- (0.000387)
Lag GDP per capita —0.0161
- (0.0240)
cons 901.5%** 508.5%* 653.1%**
- (221.0) (221.8) (210.6)
P 0.189** 0.427%** 0.180***
(0.0764) (0.102) (0.0549)
LR Direct
Tourist accommodation units 0.00246%** 0.00250***
(0.000862) (0.000784)
Population 0.00115%** 0.00109***
(0.000426) (0.000381)
GDP per capita —0.0438** —0.0256
(0.0205) (0.0203)
Lag Tourist accommodation units 0.00227***
- (0.000767)
Lag Population 0.000973**
- (0.000383)
Lag GDP per capita —0.0142
- (0.0239)
LR Indirect
Tourist accommodation units 0.000558%* 0.00164*
(0.000329) (0.000845)
Population 0.000253* 0.000706*
(0.000144) (0.000372)
GDP per capita —0.00937 —0.0152
(0.00573) (0.0139)
Lag Tourist accommodation units 0.000449**
a (0.000220)
Lag Population 0.000191*
- (0.000101)
Lag GDP per capita —0.00277
- (0.00500)
LR Total
Tourist accommodation units 0.00302%** 0.00414%**
(0.00110) (0.00147)
Population 0.00140%** 0.00180***
(0.000523) (0.000682)
GDP per capita —0.0532** —0.0408
(0.0246) (0.0331)
Lag Tourist accommodation units 0.00272%**
- (0.000943)
Lag Population 0.00116**
a (0.000464)
Lag GDP per capita —0.0170
- (0.0286)
N 189 189 168
N g 21 21 21

Table 6: Robustness checks.

Note: Standard errors in parentheses.
*p < 0.10, ¥* p < 0.05, *** p < 0.01.
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5. Conclusion

This paper analyzes the impact of tourism, economic and demographic factors on real estate
prices across all 21 counties of the Republic of Croatia, with a particular focus on spatial
spillover effects between counties. Covering the period from 2011 to 2019, the study offers a
novel perspective by using counties as the primary geographical units of analysis — unlike prior
research in Croatia, which has predominantly focused on cities, municipalities, or the national
level. The aim of this research was to show that changes in real estate prices in a county are
not only the result of local factors, but also reflect interdependencies with neighboring counties.

The results confirm the existence of spatial dependence in all 21 counties and show significant
spillover effects in real estate prices across them. Key factors influencing real estate prices
include the number of accommodation units, population size and GDP per capita. Although
additional factors such as tourist arrivals, the share of employees in the service sector and the
unemployment rate were tested, their effects were not found to be statistically significant.

Importantly, the results highlight the critical role of spatial panel models in capturing these
spillover effects between counties. By accounting for spatial dependence, a better understanding
is gained of how changes in one county can trigger chain reactions in neighboring counties,
leading to fluctuations in real estate prices. This underscores the need to use econometric
models that consider spatial dimensions to fully capture the dynamics of real estate markets.
The results confirm the significant influence of neighboring factors, emphasizing that any real
estate policy design must take these spatial relationships into consideration.

The contribution of this study lies in the fact that it accounts for spatial interdependencies
in real estate markets at the county level offering a better understanding of price dynamics com-
pared to traditional models. By explicitly modeling these spatial effects, this study contributes
to filling a gap in the literature and provides valuable insights for the design of county-level
policy, particularly in the context of tourism-driven real estate markets.
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Abstract. In complex decision-making processes using multi-criteria decision-making methods, ex-
perts’ beliefs and judgments, as well as their knowledge, are influential in the comparisons between
criteria and alternatives, which may lead to overlapping importance rankings of criteria. In this study,
to increase the degree of representativeness of uncertainties in overlapping criteria evaluations, a correc-
tion term is integrated into the fuzzy entropy method, so that the risk cost levels of the main criteria
of equal importance differ according to the number of sub-criteria. The integrated correction term
into the fuzzy entropy calculation is proposed as a relative importance weight multiplier in the two-
dimensional fuzzy AHP process steps. Although the a-alpha truncation method is proposed for the
Fuzzy AHP method, the decision matrix is converted into crisp values in the process stages and directly
reduced to the Classical AHP method. Within this article, using the judgment matrix with interval
values is proposed instead of exact judgment values as to not distort the fuzzy structure of the result
values. In the article, the two-dimensional fuzzy Entropy weights obtained by using the alpha-cutting
method can be used as a relative importance weight multiplier in the fuzzy AHP process proposed in
two dimensions to obtain clear importance rankings of the criteria. Thanks to the method approach
proposed, OCTAVE Allegro logic is combined to create a relative risk matrix according to the risk
environment conditions for the criteria alongside the ranking level.
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1. Introduction

Digital information assets are the data, documents, and systems in electronic media that organi-
zations create, store, and manage to support decision-making processes and provide competitive
advantage. These assets are exposed to various risks such as unauthorized access, disruption
of data integrity, and cyber threats. Since traditional measures such as firewalls, antivirus
programs and encryption are insufficient, dynamic decision-making processes including multi-
criteria evaluation and risk-based approaches are needed [21]. As the need for dynamic and
risk-based decision-making processes for the security of digital information assets is increasing,
the basis of these processes is the identification and analysis of threats. Risk-based decision-
making approaches for the protection of digital information assets identify potential threats,
systematically analyze their likelihood and impact, and enable effective risk management by
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ensuring that limited resources are allocated to the most critical security measures. In this
context, identifying threats, examining the organizational structure, analyzing and prioritiz-
ing human interactions, relationships between subsystems and security attitudes contribute to
more effective determination of security strategies. In particular, methods such as OCTAVE
etc., which address the degree of risk, the probability and impact of risk factors, allow orga-
nizations to systematically assess and manage risks and create proactive decision mechanisms
by continuously monitoring risk management [6]. Within this article, the risk levels of criti-
cal information assets under unstable environmental conditions will be determined within the
framework of protection of digital information assets and efficient use of resources. The aim
is to conduct more specific research on the use of Analytic Hierarchy Process (AHP) and en-
tropy methods together in two-dimensional (2D) analysis and to contribute to the enrichment
of literature.

Considering the time and financial constraints, the high level of risk structure and uncer-
tainty in ensuring the confidentiality-integrity-availability of information requires the use of
multi-criteria decision-making methods in establishing the framework of information security
risk assessment. Classical multi-criteria decision-making methods used in decision-making the-
ory, which are based on personal judgments alongside the handling of risks, uncertainties and
complex-valued problems over a period of time, can be transformed into a flexible structure
with a fuzzy logic approach because they contain imprecise information, and it is difficult to
assign performance levels to criteria. Fuzzy logic approaches system behavior is used where an-
alytical functions are unavailable. In cases where the behavior is not well understood, solutions
involving complex systems can be obtained that provide fast and approximate solutions. In
determining the appropriate solution structure, experts must select from a set of alternatives.
In the decision process for selecting alternatives, many factors such as organizational needs,
goals, risks, benefits, resources, etc. are considered. Accordingly, a systematic and objective
evaluation process is needed for decision makers to determine the most appropriate alterna-
tive, and multi-criteria decision-making techniques help determine the most appropriate option
among the alternatives.

The AHP method, developed for solving complex multi-criteria problems, ranks the decision
options from high to low importance within the scope of the criteria determined by the deci-
sion maker(s) among multiple options [17]. AHP is based on the assumption that subjective
judgments cluster decision elements according to their common characteristics and includes the
preferences, knowledge and intuition of groups or individuals in the decision-making process
[20]. In the decision-making process, the more information the criterion attribute provides to
the decision maker, the more effective that attribute is in the decision-making process. In this
context, the real weight of the criteria attributes, which are the source of information in decision-
making, includes both objective and subjective judgments simultaneously. At this point, while
AHP is one of the methods that commonly use subjective judgments in multi-criteria decision-
making processes, the Entropy method provides objective weighting. The Entropy method,
which determines criterion weights, is based on the information value and discrimination of
the criteria and contributes to obtaining more rational and consistent results by providing an
objective weighting in the decision process [2]. In analyzing the complexity of decision-making
processes, hybrid models created by integrating multi-criteria decision-making methods with
different methods increase the accuracy and efficiency of the decision-making process. Feizi et
al. [7] showed that a hybrid weighting method created by integrating TOPSIS, a multi-criteria
decision-making method, with AHP and Shannon Entropy improves the decision-making pro-
cesses in spatial analysis. Kumar [14] performed risk assessment using a fuzzy-based analytical
hierarchy process. Gundogdu et al. [8] stated that by integrating the Illustrated Fuzzy AHP and
Linear Assignment Model, more precise and reliable results are obtained in decision processes
involving uncertainty. Duleba et al. [5] used the interval-valued global fuzzy AHP method to
provide a more effective evaluation of uncertain data. Navdeep and Dixit [1] performed spatial
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risk assessment by integrating AHP and fuzzy AHP models with the Shannon Entropy and
frequency ratio method. Nasrullah et al. [16] proposed the use of RIPC4 and the AHP in
the risk assessment of e-government to analyze risk priorities. Kaur et al. [12] identified and
prioritized risks in decentralized finance using the fuzzy analytical hierarchy process (FAHP).
Hybrid model studies using Extended Fuzzy Entropy and 2D FAHP together are almost non-
existent in the literature. Keles [13] evaluates the trade facilitation performance of E7 countries
by integrating multiple weighting and ranking methods.

When reviewing the literature, there is no theoretical proposition regarding the weighting of
a large number of main criteria that are considered to be of equal importance and have different
and large numbers of sub-criteria. This leads to misleading results in determining the riskiness
levels of the criteria and revealing the cost levels of this riskiness. In the process steps used in
decision-making methods, even if there are different numbers of sub-criteria, the aforementioned
problems persist since they are weighted with equal importance. Therefore, in order to solve
this problem, the Yagar-Terzioglu approach is proposed in this paper, which takes into account
the number of sub-criteria when applying weighting methods. In this approach, in order to
increase the degree of representativeness of uncertainties in conflicting criteria evaluations, a

T—t,
T-1

integrated into the fuzzy entropy method, so that the risk cost levels of the main criteria of
equal importance differ according to the number of sub-criteria. Therefore, the application of
existing hybrid models differs from the studies in literature with the addition of the correction
factor proposed in the paper. In addition, interval values are needed to create the risk pool
for the riskiness levels. At the end of the solution phase of the fuzzy AHP method, ranking
the criteria based on the crisp value does not make it possible to form the risk pool. For this
reason, in this article, it is shown that the fuzzy AHP method can be combined with the a-
alpha cut-off method to ensure the formation of the risk pool, and that the solution can be
obtained based on the two-dimensional confidence interval instead of the crisp value until the
last stage of the solution. Thus, unlike the hybrid models in literature, the criteria rankings
are analyzed as intervals instead of crisp values. As a result, the proposed approach differs
from other hybrid models in literature, firstly, by applying the criteria weight calculation steps
presented in the paper and secondly, by maintaining the fuzzy structure until the end of the
process and considering the process steps for creating a risk pool.

Hybrid model studies using Extended Fuzzy Entropy and 2D Fuzzy Analytic Hierarchy
Process (AHP) together are almost non-existent in the literature. However, by including a risk
response stage and a classification such as risk acceptance/mitigation/deferral, an approach
that does not only focus on measuring and ranking risk is also presented in the literature. In
this article, the Extended F-Entropy Method with Correction Factor- Based 2D-FAHP Method
is presented, and an application example is given.

correction term that takes into account the differences in the number of sub-criteria is

2. Methodology

While evaluations can be made intuitively when a single criterion is considered in the decision-
making processes, evaluations become complex when more than one criterion is involved. If the
main criteria in the decision matrices based on expert opinions are considered equally important
even though they have sub-criteria of different dimensions, no definite judgment can be made
in their importance ranking. Therefore, the AHP method is not an appropriate method in
cases where there is uncertainty due to the size of the comparisons and the complexity of the
calculations. Since the same decision matrix is used in the fuzzy AHP method, which is a
transformation of the AHP method in modeling uncertainty, it cannot provide a successful
solution in providing a clear ranking even if the fuzzy structure is switched. In addition, since
the clarification process step used to reach the solution in the fuzzy AHP method converts
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the decision matrix into a definite judgment matrix and reduces it to a crisp value, the fuzzy
structure disappears, and the relative risk matrix cannot be created.

To achieve a crisp importance ranking for overlapping criteria, this paper proposes preserving
the fuzzy structure by presenting the results as a range, rather than reducing them to integer
values. The alpha cut method reconstructs the fuzzy decision matrix within the confidence
interval boundaries. In the following stage, each criterion’s two-dimensional fuzzy entropy (F-
entropy) weights must be calculated using the number of sub-criteria as a multiplier. Finally,
by multiplying the weight obtained from the two-dimensional F-entropy method with the two-
dimensional decision matrix generated using the alpha value, a two-dimensional fuzzy AHP
(2D-FAHP) solution can be obtained to obtain the criteria’s crisp ranking

When dealing with complex decision elements, the AHP method, which is based on the
assumption of clustering decision elements based on common characteristics, creates a hierar-
chical structure with the goal at the top level. At the next level, criteria and, if any, subcriteria
affecting the goal are identified, and a structure of alternatives determining the outcome is
developed. The pairwise comparison matrix, based on the judgments of the decision maker,
is constructed using fuzzy triangular numbers, where dfj represents the k-th decision maker’s
preference of the i-th criterion over the j-th criterion. The triangular number dimension is
defined as af‘j = (a1, as, as), resulting in the fuzzy decision matrix A* = (a* ). The confidence
interval of the triangular values obtained by comparing the fuzzy comparison values of each
criterion is defined at the a-alpha level as l;; = (42 — @1)a + a1 and u;; = ag — (as — ag)a for
0 < a < 1. The triangular fuzzy number is characterized as A, = [af,a$] = [li;, usj], thus
reaching the two-dimensional fuzzy confidence interval values for each criterion [11]. For o = 1,
the values of /;; and u;; are the same as the triangular fuzzy values. Moreover, because no
confidence interval is formed, the range for the a-cut value is proposed as 0 < a < 1.

In MCDM problems with uncertain judgments, fuzzy and interval numbers are used to
weight criteria with F-entropy based on the a-cut method [10]. The decision matrix for the
problem is constructed in the following manner:

T11 Ti2 - Tin
D= |za i Tin (1)
Tml Tm2 Tmn
Wy Wy -+ Wy
where x;; represents the value of the i-th alternative (i = 1,2,...,m) with respect to the j-th
evaluation criterion (j = 1,2,...,n), and @;, which represents the weight of the j-th criterion

[15]. When (#3j)a = { € R | pz,,(z) > o}, the a-cut set is represented in the form of an
interval number as:

[ifj(a),;%?j(a)] = [min {xij | 25 € R and pz,, (2i5) > a},

max {z;; | z;; € R and pgz,, (z;) > a}],

where 0 < a < 1. In the first step of the Entropy method,the following formula are used to
create a normalized decision matrix to normalize criteria with different units to the range [0, 1]:

l
1 Lij u Lij
Y 22;1 x?f Y 22;1 T

The entropy (uncertainty measure) values for the evaluation criterion are calculated as:

m n
eé = min {—k Zpéj lnpi»j7 kZpi‘J lnp?j}
i=1 i=1
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e;—max{—kZpéjlnpﬁj,kZp;—‘jlnp;‘j} (3)
i=1 i=1

where k = (In(m))~! and 0 < e; < 1.In the next step, after calculating the degrees of differen-
tiation of the information expressed as d. =1 — ey and dff =1 — eéj, the weight values for the
criteria are obtained by satisfying the condition Z?zl w; = 1, as follows [15];

l dé' u d;'t (4)
W, = =~ W = —=5——
’ Ej:l dj ' 2?21 dé’

This paper proposes employing the two-dimensional decision matrix from the FAHP method
using the a-cut method instead of the decision matrix defined in Equation (1) of the F-entropy
method. In this context, for the value of the j-th criterion (for j = 1,2,...,n) with respect to
the i-th criterion (for i = 1,2,...,n), the element x;; = (l;;, u;;) represents a two-dimensional
fuzzy number. Thus, the two-dimensional fuzzy decision matrix is constructed in the following
manner:

11 T12 * - Tin

~ T21 T22 * -+ T2n

A= [$2]]nxn = : s . (5)
Tnl Tnp2 ' Tnn

where x;; = (l;;,u;;) denotes the two-dimensional fuzzy relative importance value of the j-
th criterion with respect to the i-th criterion, and /;; and u;; are expressed as the lower and
upper bounds, respectively, of the relative importance value z{;. To calculate the values in
the normalized decision matrix for each criterion, we first obtained the vector sum of each x;.
When calculating the power of (—1) of the total vector, the lower (I;;) and upper (u;;) values
are swapped, transforming the triangular number-based decision matrix into a two-dimensional
fuzzy number form.

In addition to the normalization process in Equation (2), which employs Shannon’s [19]
extended F-entropy method, this study recommends incorporating subcriteria ratios when the
relevant main criteria of equal importance have different numbers of subcriteria. Shannon
Entropy is an approach that forms the basis of other entropy methods and is preferred as the
most convenient method because it minimizes the computational burden. In this context, In
this context, this paper proposed the Yagar-Terzioglu approach that uses the weight multiplier

?_ff for the sub-criteria if the ratio of the number of the i-th criterion subcriteria, ¢;, to the
total number of sub-criteria, T, is greater than 5%. The normalization process for calculating
the fuzzy weight value for the i-th criterion, which includes the added weight multiplier for

correction, should be carried out in two dimensions using the following formulations:

l U

xl; T—t Tl T—t

pg; = n = o X 1a p;l] = n Y i X - (6)
iy VT -1 > T-1

i=1 Tij

where the calculations are performed in two dimensions. Equation (3) defines the lower and
upper bounds for the F-entropy (uncertainty measure) values related to the evaluation criterion
forj=1,2,...,n:

m m
l l [
&=~k pylnply, & ==k piinp} ™
i=1 i=1

where the two-dimensional lower and upper bounds are calculated. The F-Entropy weights for
the criteria are proposed to be obtained using the formulation:
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l 1—eu Y 1 — ek ®
W = , Wi =
! E] 1 j Z] 1d;l ! Zg 1 ] Z] 1 ]

instead of the formula given in Equation (4), where > 7, dh = Do (1= e}) and S dy =
S (e,

The paper’s proposed 2D-FAHP method uses the a-cut method to reduce the two-dimensional
fuzzy decision matrix to two dimensions. It incorporates the two-dimensional F-Entropy weights
wé» and w} as row multipliers for the main criteria, as suggested in the paper.

The FAHP comparison values weighted according to the two-dimensional F-Entropy method
(Lu)

J
[Tij](nxn), With Z;; = (xij -wé,x% wy) = (iﬁ], i) - In the 2D-FAHP framework, the normal-
ization process should be performed using the followmg formulation, incorporating the relevant
criterion’s F-entropy weight multiplier into the row operations:

should be calculated as two-dimensional values for each criterion, where X = [z;;-w

sl U
xTh. B T

Y i T3 DDy Nl
The geometric mean of the two-dimensional criteria weights’ lower and upper bound values
should be used for the 2D-FAHP method proposed in this paper, rather than the arithmetic
mean suggested by Buckley [3]. To obtain the two-dimensional criterion weights, we use the

following formula:
1

1 _ nooap \ "
W) _ Wi = (szl %‘)

7 1

no oo\ 7
P = (Hj:l a?j)
In the paper context, Hurwicz’s realism criterion is included as a smoothing process to allow
the decision-maker to incorporate their emotions into the process [9]. Using the fuzzy two-
dimensional weights obtained from Equation (10), the fuzzy membership function is defined
with the risk index 3 as:

(10)

] B
Gi= (@) =g-ul+ (1w, 0<B<1L0<a<li<j (1)

The risk index 3 is a measure of the degree of risk in an environment: the values of 0, 0.5,
and 1 indicate a high-risk (pessimistic), moderate-risk (moderate), and low-risk (optimistic)
environments, respectively [17].

Probability 3045 16—29 0-15
High Pool 1 Pool 2 Pool 2
Medium Pool 2 Pool 2 Pool 3
Low Pool 3 Pool 3 Pool 4
Pools Risk Mitigation Approach | Pools | Risk Mitigation Approach
Pool 1 Reduce the Risk Pool 3 Delay or accept risk
Pool 2 Reduce or delay risk Pool 4 Accept the risk

Table 1: Relative Risk Matriz

Moreover, an approach is suggested in this paper to streamline the risk assessment process by
incorporating Hurwicz’s realism criterion into the OCTAVE Allegro method and converting it
into a risk matrix (Table 1). Scores are computed for each environmental condition to quantify
the criteria. Risk score ranges are established, and risk pools are generated by ranking the
criteria with the highest scores based on the riskiest environment. Risks earning the highest
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scores are Pool 1; the next highest score range, Pool 2; risks within the next highest score
range are assigned to Pool 3; and risks within the lowest score range are assigned to Pool 4.
Distinct risk pools are established for criteria and alternatives, with each pool allocated to
evenly distributed segments based on their relative risk score and probability of occurrence [4].

3. Application

The main and sub-criteria for selecting risky assets in the scope of this paper are based on
the Digital Transformation Office’s expert opinions, accessible open-source guides, and related
literature reviews. This article considers the AHP method by Saaty [18] as the structure used
in the selection decisions of the riskiest criteria addressing the security risk of digital informa-
tion assets. For the AHP method, the hierarchical structure of the Security Risks for Digital
Information Assets, which includes the main criteria and sub-criteria, is grouped (Table 2).
The hierarchical structure obtained in Table 2 is based on the Trakya University Scientific Re-
search Project No. 2021/133 “E-Government Information Security Risk Assessment: Artificial
Neural Network Modeling.” Pairwise comparison matrices were created with the data used in
the hierarchical structure grouping.

Networks
& Systems

Application
& Data Security

Portable Device
& Environment Security

Hardware Inventory
Software Inventory
Threat/Vulnerability Mgmt.
Email Security
Malware Protection
Network Security

File/Resource Security
External Integrations
Installation/Config.
Secure Dev.
Logging Mgmt.
Authentication

Smartphone/Tablet
Laptop Security
Media Security
Comm. Security

DLP Malicious Prevention
Monitoring Session Auth. Mgmt.
Virtualization DB Management
Incident Mgmt. Authorization
Pen. Tests
Access Mgmt.
BC/DR Mgmt.
Remote Work
IoT & Physical Personnel
Device Security Security Security

Network Services
Internal Storage
Auth./Access
API Security
Other Measures

General Precautions
System Room Security
TEMPEST Protection

General Precautions
Awareness Activities
Supplier Relations

Table 2: E-Government Information Security Risk Structure

At the stage of constructing the pairwise comparison matrices, complementings the sub-
jective judgments of the experts, the pairwise comparison matrix of the main criteria and the
normalized comparison matrix are obtained in Table 3. In the pairwise comparison matrix,
where the relative importance of the criteria against each other is determined, the values in
each column are normalized by dividing by the sum of the relevant columns, and then the weight
vector of the criteria is obtained by averaging each row. When the importance weights of the
criteria are analyzed, the Application & Data Security and Portable Device & Environment
criteria have the same importance ranking.

Since the pairwise comparison matrix is consistent and the consistency ratio is less than
0.10 in Table 3, the FAHP method based on the Buckley approach is used to eliminate the

87



CRORR 17:1 (2026), 81-96 Yasar and Terzioglu: Risk-based decision-making: extended F-Entropy meth...

Pairwise Comparison Matrix
N&S A & DS PD & E IoT SPP SP
Networks & Systems 1,00 0,33 0,33 4,00 2,00 4,00
Application & Data Security 3,00 1,00 1,00 6,00 5,00 4,00
Portable Device & Environment 3,00 1,00 1,00 6,00 5,00 4,00
Internet of Things 0,25 0,17 0,17 1,00 0,50 0,33
Security of Physical Places 0,50 0,20 0,20 2,00 1,00 3,00
Security of Personnel 0,25 0,25 0,25 3,00 0,33 1,00
Normalized Pairwise Comparison Matrix
N&S A & DS PD & E IoT SPP SP
Networks & Systems 0,13 0,11 0,11 0,18 0,14 0,24
Application & Data Security 0,38 0,34 0,34 0,27 0,36 0,24
Portable Device & Environment | 0,38 0,34 0,34 0,27 0,36 0,24
Internet of Things 0,03 0,06 0,06 0,05 0,04 0,02
Security of Physical Places 0,06 0,07 0,07 0,09 0,07 0,18
Security of Personnel 0,03 0,08 0,08 0,14 0,02 0,06
Weight Vector
Networks & Systems: 0,153 Internet of Things: 0,041
Application & Data Security: 0,322 Security of Physical Places: 0,090
Portable Device & Environment: 0,322 Security of Personnel: 0,070
Consistency Evaluation of the Corresponding Matrix
Amax = 6,4 Consistency Index = 0,07  Consistency Ratio = 0,0585

Table 3: AHP Pairwise Comparison Matriz and Consistency Evaluation of Main Criteria

judgment uncertainty in the criteria with equal importance ranking. FAHP better manages
uncertain and imprecise data. The evaluations of decision makers are expressed using fuzzy
numbers instead of integers, and thus the uncertainty of subjective judgments is modeled. In
Table 4, the AHP decision matrix is reconstructed according to the triangular fuzzy numbers
and a fuzzy pairwise comparison matrix is obtained. After the relevant normalization process
steps, the fuzzy triangular weights of the criteria are obtained, and the Application & Data
Security and Portable Device & Environment criteria have the same importance ranking.

Fuzzy Pairwise Comparison Matrix
N&S A & DS PD & E ToT SPP SP
Networks & Systems (1,1,1)  (1/4,1/3,1/2) (1/4,1/3,1/2) (3,4,5) (1,2,3) (3,4,5)
Application & Data Security (1,1,1) (1,1,1) (5,6,7) (4,5,6) (3,4,5)
Portable Device & Environment (1,1,1) (5,6,7) (4,5,6) (3,4,5)
Internet of Things (1,1,1)  (1/3,1/2,1) (1/4,1/3,1/2)
Security of Physical Places (1,1,1) (1,1,1)
Security of Personnel (1,1,1)
Fuzzy Triangular Weights
Networks & Systems 0,00033475 0,00493767 0,07811667
Application & Data Security 0,07141402 0,49993887 3,49962672
Portable Device & Environment | 0,07141402 0,49993887 3,49962672
Internet of Things 0,00000020 0,00000161 0,00002777
Security of Physical Places 0,00000551 0,00005555 0,00078117
Security of Personnel 0,00000952 0,00006510 0,00061722
Defined Values and Importance Ranking
Networks & Systems 0,027796 3 Internet of Things 0,000010 6
Application & Data Security 1,356993 1* Security of Physical Places 0,000281 4
Portable Device & Environment | 1,356993 1* Security of Personnel 0,00231 5

Table 4: Fuzzy Pairwise Comparison Matriz and Fvaluation Results

When the AHP results (Table 3) and FAHP results (Table 4) are analyzed, the importance
rankings of the Application & Data Security and Portable Device & Environment criteria still
overlap. To determine the continuity of the overlap in the importance ranking at different levels
of uncertainty, the alpha-cutting method is examined using the fuzzy pairwise comparison
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matrix in Table 4. In Table 5, the Hurwicz coefficient and alpha-intercept values are used
together to obtain the confidence levels of the evaluations of the decision makers and the net
importance rankings by including the uncertain environmental conditions in the method.

[ Main Criteria |

Hurwicz Coefficient B=0

Alpha-Cut Values 0 0,2 0,4 0,6 0,8 1,0
Networks & Systems 0,19 0,18 0,18 0,17 0,16 0,15
Application & Data Security 0,32 0,32 0,32 0,32 0,32 0,32
Portable Device & Environment 0,32 0,32 0,32 0,32 0,32 0,32
Internet of Things 0,04 0,04 0,04 0,04 0,04 0,04
Security of Physical Places 0,05 0,05 0,06 0,06 0,06 0,07
Security of Personnel 0,06 0,06 0,06 0,07 0,07 0,07
Hurwicz Coefficient B8 =0,5

Alpha-Cut Values 0 0,2 0,4 0,6 0,8 1,0
Networks & Systems 0,16 0,16 0,16 0,16 0,16 0,15
Application & Data Security 0,32 0,32 0,32 0,32 0,32 0,32
Portable Device & Environment 0,32 0,32 0,32 0,32 0,32 0,32
Internet of Things 0,04 0,04 0,04 0,04 0,04 0,04
Security of Physical Places 0,06 0,06 0,06 0,07 0,07 0,07
Security of Personnel 0,07 0,07 0,07 0,07 0,07 0,07
Hurwicz Coefficient =1

Alpha-Cut Values 0 0,2 0,4 0,6 0,8 1,0
Networks & Systems 0,13 0,14 0,14 0,15 0,16 0,16
Application & Data Security 0,31 0,31 0,31 0,31 0,31%* 0,32
Portable Device & Environment 0,31 0,31 0,31 0,31 0,32% 0,32
Internet of Things 0,04 0,04 0,04 0,04 0,04 0,04
Security of Physical Places 0,09 0,08 0,08 0,07 0,07 0,07
Security of Personnel 0,10 0,09 0,09 0,08 0,08 0,07

Table 5: General Weights for Hurwicz Coefficient (8) and Alpha-Cut Values («)

As shown in Table 5, the Application & Data Security and Portable Device & Environment
criteria have the same importance ranking even if all uncertain risky situations are included in
the process. Only in the 0.8 alpha-intercept uncertainty environment under =1, which refers
to the risk-free (optimistic) environment conditions, the importance ranking changes. For the
other conditions, the overlap in the importance ranking continues. As a result, when Tables 3—
5 are considered, it is determined that the overlap in the importance rankings of the Application
& Data Security and Portable Device & Environment criteria continues and the approaches in
the literature cannot eliminate this overlap, especially in risky and medium-risk environments.

This paper criticizes using a fuzzy structure to obtain the importance ranking and then
clarifying this structure and reducing it to crisp values. Instead, it is more effective to perform
the importance ranking directly within the fuzzy structure and compare interval values instead
of crisp values. Accordingly, the Hurwicz coefficients given in Table 5 should not be used to
return to the crisp value and instead be evaluated directly by the alpha-intercept method. Thus,
when obtaining the importance ranking in the fuzzy model approaches, the uncertainty will be
reflected as a range instead of a point. Typically, solving a system that starts with a fuzzy
structure by reducing it to a single value will not give realistic results. For this reason, the
following steps should be applied in order.
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In Table 6, the AHP decision matrix is first transformed into a fuzzy triangular decision
matrix to address fuzziness. Within the scope of the method proposed, the a-alpha cut-off
method is used to calculate the lower and upper bound values of the fuzzy triangular values
for the 0.8 environment level, which indicates that the uncertainty is high (other alpha cut-off
values can also be examined if desired by the researchers) and the pairwise comparison matrix
is obtained in two dimensions.

AHP Decision Matrix

Net. & Sys App. & Sec Port. Dev IoT Phys. Sec Pers. Sec
Net. & Sys 1,00 0,33 0,33 4,00 2,00 4,00
App. & Sec 3,00 1,00 1,00 6,00 5,00 4,00
Port. Dev 3,00 1,00 1,00 6,00 5,00 4,00
IoT 0,25 0,17 0,17 1,00 0,50 0,33
Phys. Sec 0,50 0,20 0,20 2,00 1,00 3,00
Pers. Sec 0,25 0,25 0,25 3,00 0,33 1,00

Fuzzy Triangular Decision Matrix

Net. & Sys App. & Sec Port. Dev IoT Phys. Sec Pers. Sec
Net. & Sys (1,1,1) (0.25,0.33,0.5) (0.25,0.33,0.5) (3,4,5) (1,2,3) (3,4,5)
App. & Sec (2,3,4) (1,1,1) (1,1,1) (5,6,7) (4,5,6) (3,4,5)
Port. Dev (2,3,4) (1,1,1) (1,1,1) (5,6,7) (4,5,6) (3,4,5)
IoT (0.20,0.25,0.33) (0.14,0.17,0.20) (0.14,0.17,0.20) (1,1,1) (0.33,0.5,1) (0.25,0.33,0.5)|
Phys. Sec (0.33,0.50,1) (0.17,0.20,0.25)  (0.17,0.20,0.25) (1,2,3) (1,1,1) (1,1,1)
Pers. Sec (0.20,0.25,0.33) (0.20,0.25,0.33) (0.20,0.25,0.33) (2,3,4) (1,1,1) (1,1,1)

Two-Dimensional Reduced Decision Matrix with Alpha-Cut Method
a=0.8 Net. & Sys App. & Sec Port. Dev IoT Phys. Sec Pers. Sec
Net. & Sys (1,1) (0.32, 0.37) (0.32,0.37) (3.80, 4.20)  (1.80, 2.20) (3.80, 4.20)
App. & Sec (2.80, 3.20) (1,1) (1,1) (5.80, 6.20) (4.80, 5.20) (3.80, 4.20)
Port. Dev (2.80, 3.20) (1,1) (1,1) (5.80, 6.20) (4.80, 5.20) (3.80, 4.20)
IoT (0.24,0.27) (0.16, 0.17) (0.16,0.17) (1,1) (0.47,0.60) (0.32, 0.37)
Phys. Sec (0.47, 0.60) (0.19,0.21) (0.19, 0.21) (1.80, 2.20) (1,1) (1,1)
Pers. Sec (0.24, 0.27) (0.24, 0.27) (0.24, 0.27) (2.80, 3.20) (1,1) (1,1)
Total 7.55; 8.53 2.91; 3.02 2.91; 3.02 21.00; 23.00 13.87; 15.20 13.72; 14.97

Comparison of Network € System with Application € Data Security (0.25;0.33;0.50) for a = 0.8: Two-
Dimensional Values for Comparison of Network € System with Application € Data Security:
Networks€Systems; , = [0.8 x (0.33 — 0.25)] + 0.25 = 0.314 ~ 0.32

Networks€&Systems, , = 0.50 — [(0.50 — 0.33) x 0.8] = 0.364 ~ 0.37

Table 6: Calculation of the Two-Dimensional Decision Matrix with the a-Cut Method

The normalization of the 2D decision matrix obtained by the alpha-cutting method in Table

T—t;
T—1
fuzzy entropy method in Table 7. Additionally, as proposed in Equations (7) and (8), the 2D
F-entropy values (eél’u)) and weights (wy’u)) for the main criteria are also obtained in Table 7.
The 2D F-entropy importance weights, obtained as suggested in Table 6, should be used as the
relative importance multiplier of the criteria in the 2-dimensional FAHP method. Thus, the

importance values of the overlapping criteria are differentiated.

6 is performed by integrating the correction term

proposed in Equation (6) into the
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Normalized Decision Matrix Using the Extended F-Entropy Method with a Correction Factor

a=0.8 Net. & Sys App. & Sec Port. Dev IoT Phys. Sec. Pers. Sec.
Net. & Sys. (0.09,0.10) (0.09, 0.11) (0.10,0.12) (0.15, 0.18) (0.11, 0.15) (0.24, 0.29)
App. & Sec. (2.80, 3.20) (1,1) (1,1) (5.80, 6.20) (4.80, 5.20) (3.80, 4.20)
Port. Dev (2.80, 3.20) (1,1) (1,1) (5.80, 6.20) (4.80, 5.20) (3.80, 4.20)
TIoT (0.24,0.27) (0.16, 0.17) (0.16,0.17) (1,1) (0.47,0.60) (0.32, 0.37)
Phys. Sec (0.47, 0.60) (0.19,0.21) (0.19, 0.21) (1.80, 2.20) (1,1) (1,1)

Pers. Sec (0.24, 0.27) (0.24, 0.27) (0.24, 0.27) (2.80, 3.20) (1,1) (1,1)
Sub-Criteria Ra-| 14/39 10/39 4/39 5/39 3/39 3/39

tios

Correction Factor

Weight Multiplier | 0.81 0.87 0.96 0.95 0.97 0.97

Comparison of Network € System with Application € Data Security Normalized Weights

L u o

Piy = ¥ e P
1 _ (0,32

Networks&Systems; , = (3‘02) X

Networks&Systems;‘12 = (ggz) X

Two-Dimensional Fuzzy Entropy Method Decision Matrix Using the Number of Sub-Criteria

a = 0.8 Net. & Sys App. & Sec Port. Dev IoT Phys. Sec. Pers. Sec.

Net. & Sys. (-0.22,-0.24)  (-0.21, -0.24) (-0.23,-0.25)  (-0.29, -0.31)  (-0.24, -0.28)  (-0.34, -0.36)
App. & Sec. (-0.35, -0.36) (-0.35, -0.36) (-0.36, -0.36) (-0.34, -0.35) (-0.36, -0.36) (-0.34, -0.36)
Port. Dev. (-0.35, -0.36) (-0.35, -0.36) (-0.36, -0.36) (-0.34, -0.35) (-0.36, -0.36) (-0.34, -0.36)
IoT (-0.08, -0.10) (-0.14, -0.15) (-0.15, -0.16) (-0.13, -0.14) (-0.10, -0.13) (-0.08, -0.09)
Phys. Sec. (-0.13,-0.17)  (-0.16,-0.17)  (-0.17,-0.18)  (-0.19,-0.22)  (-0.17,-0.18)  (-0.17, -0.18)
Pers. Sec. (-0.08,-0.10)  (-0.18,-0.20)  (-0.19,-0.21)  (-0.24, -0.27)  (-0.17, -0.18)  (-0.17, -0.18)

Comparison of Network € System with Application € Data Security Two dimensional Fuzzy Entropy wvalues

L l L
€; = *kZ}'Ll Pij Inpgj, 5;“ =—k3Xit, p” lnpl]
Networks&Systemsl12 = 0,092 x In(0,092) = —0,219
thworks&:Systcmsu12 = 0,110 x In(0,110) = —0,243

Networks&Systems e}, = [(—0,219) + (—0,359) + (—0,359) + (—0,143) + (—0,161) + (—0,185)] x (—0,5581) = 0,80
Networks&Systems el = [(—0,243) + (—0,361) + (—0,361) + (—0,154) + (—0,174) + (—0,202)] x (—0,5581) = 0,83

Calculation of Two-Dimensional Fuzzy Entropy Criterion Weights

Networks Application Portable Device Internet Security Security
1/In=0.5581 & Systems & Data Security & Environment of Things of Physical Places of Personnel
el (0.69,0.76) (0.80, 0.83) (0.83, 0.86) (0.86, 0.94) (0.80, 0.85) (0.82, 0.87)
e o (0.31, 0.24) (0.20, 0.17) (0.17, 0.14) (0.14, 0.06) (0.20, 0.15) (0.18, 0.13)
Sidi+ Y dy 2,08

Two-Dimensional
Fuzzy Entropy Weights | (0.117,0.148)  (0.079, 0.097) (0.065, 0.083) (0.031, 0.065)  (0.070, 0.096) (0.064, 0.085)

Comparison of Network & System with Application € Data Security Two dimensional Fuzzy Entropy weights
. 1—e¥ w lfeé
YiT yn gliym gu Wi T oy dlayr_ a¥
Jj=1""3 =173 =1 J 5
Networks & Systems: wll = ﬁ ~ 0.079, “’1 = —— =~ 0.097

O»—‘
S

M
(=}
oo

= w{*) = (0.079, 0.097)
(Two-Dimensional Entropy Weights for the comparison of the first criterion "Networks & Systems’ with the second

criterion ’Application & Data Security’)

Table 7: Calculation of Two-Dimensional Fuzzy Entropy Weights
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In Table 8, the relative importance (w(-l’u)

; ) weights obtained by the F-entropy method,
in which the correction term proposed in the article is integrated, create a difference in the
importance rankings of the overlapping criteria in the 2D fuzzy AHP method. The weights w!
and w} of the fuzzy 2-dimensional entropy are applied to the fuzzy decision matrix, reduced to
two dimensions by the alpha-cutting method, as row multipliers of the relevant main criteria, as
proposed. By adding the fuzzy entropy relative importance multiplier of the relevant criterion
to the row operations, the normalization process is applied using Equation (9) within the scope
of the 2D FAHP. In the calculation of the weights of the criteria, the geometric mean is used
to reduce the effect of extreme values between the lower and upper limits. Using geometric
means, a 2-dimensional prioritization (weight) vector is obtained, and the importance rankings
are made according to the lower and upper bound ranges. In this way, there is no need for any
reduction to the net value as a result of any calibration process.

Two-Dimensional FAHP Decision Matrix

a =0.8 Net. & Sys. App. & Sec. Port. Dev. IoT Phys. Sec. Pers. Sec.
Net. & Sys. (1,1) (0.32, 0.37) (0.32, 0.37) (3.80, 4.20) (1.80, 2.20) (3.80, 4.20)
App. & Sec. (2.80, 3.20) (1, 1) (1, 1) (5.80, 6.20) (4.80, 5.20) (3.80, 4.20)
Port. Dev. (2.80, 3.20) (1, 1) (1, 1) (5.80, 6.20) (4.80, 5.20) (3.80, 4.20)
IoT (0.24, 0.27) (0.16, 0.17) (0.16, 0.17) (1, 1) (0.47, 0.60) (0.32, 0.37)
Phys. Sec. (0.47, 0.60) (0.19, 0.21) (0.19, 0.21) (1.80, 2.20) (1, 1) (1, 1)
Pers. Sec. (0.24, 0.27) (0.24, 0.27) (0.24, 0.27) (2.80, 3.20) (1, 1) (1, 1)
Total (7.55, 8.53) (2.91, 3.02) (2.91, 3.02) (21.0, 23.0) (13.87, 15.20)  (13.72, 14.97)

Calculation of 2D Fuzzy AHP Criterion Weights

a=0.8 Net. & Sys. App. & Sec. Port. Dev. IoT Phys. Sec. Pers. Sec.
2D Fuzzy

Entropy Weights | (0-117, 0.148) (0.079, 0.097)  (0.065, 0.083)  (0.031, 0.065)  (0.070, 0.096)  (0.064, 0.085)
Net. & Sys. (0.01, 0.02) (0.012, 0.019) (0.012, 0.019) (0.019, 0.030) (0.014, 0.023) (0.030, 0.045)
App. & Sec. (0.026, 0.041) (0.026, 0.033) (0.026, 0.033) (0.020, 0.029) (0.025, 0.036) (0.020, 0.020)
Port. Dev. (0.021, 0.035) (0.021, 0.031) (0.021, 0.031)  (0.016, 0.025)  (0.020, 0.031)  (0.016, 0.028)
IoT (0.001, 0.002) (0.002, 0.004) (0.002, 0.004) (0.001, 0.003) (0.001, 0.003) (0.001, 0.002)
Phys. Sec. (0.004, 0.008) (0.004, 0.007) (0.004, 0.007) (0.005, 0.010) (0.005, 0.007) (0.005, 0.007)
Pers. Sec. (0.002, 0.003) (0.005, 0.008) (0.005, 0.008)  (0.008, 0.013)  (0.004, 0.006)  (0.004, 0.006)

Priority Vector and Ranking

Net. & Sys. App. & Sec. Port. Dev. IoT Phys. Sec. Pers. Sec.

Priority Vector (0.016, 0.024) (0.024, 0.031) (0.019, 0.026) (0.004, 0.003) (0.005, 0.007) (0.004, 0.006)
Rank 3 1 2 6 4 5
Zij (zf_] : “’év I?j »w}‘) = (iij, i;‘j), where i =1,2,...,n

-1

Ft.
=1 _ ¥} ' — ]
aj; f: ; a;-‘j = i

xlh T
i=1 Y i=1

Example calculation for ajs:

1 1
al, = (0.32.0.117) - S5 = 0012 5 afy =(0.37-0.148) - — = 0.019

The Two-Dimensional Fuzzy AHP Weight for the Comparison Between the First Criterion, ’Network and

System,’ and the Second Criterion, ’Application & Data Security’:

(@5, aly) = (0.012, 0.019)

Fuzzy weight calculation:

n 1/n 1/n
I aij) ;owl = < az) = (0.016, 0.024)
=1 j

Table 8: Two-Dimensional Weighted Fuzzy AHP

I3
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Within the article, it is concluded that the method applied on the digital information assets
system is effective in decomposing overlapping criteria. Through the proposed process steps, it
is revealed that the Application & Data Security and Portable Device & Environment criteria
have different importance rankings. In multi-criteria decision problems with multiple main
criteria with different number of sub-criteria, the selection process of risky digital information
assets can become complicated for decision makers. Especially when there is no distinction
between criteria that appear to have the same importance, organizations have difficulty in
deciding which criterion to develop a prevention strategy or make a financial investment for.
The proposed method determines the degree of importance between the criteria more precisely
and ensures that each criterion has different weights. Thus, decision makers are provided with
a more rational and prioritized evaluation opportunity and strategic planning processes become
more effective. Additionally, the paper proposes to integrate the Hurwicz criterion into the
OCTAVE Allegro method and transform it into a relative risk matrix to facilitate the risk
assessment process. In Tables 9 and 10, the risk score of the criteria for each environmental
condition is calculated and the risk score ranges are determined, and risk pools are created by
ranking the importance of the criteria with high scores according to the riskiest environment.
To integrate the decision maker’s feelings according to the decision process into the importance
values in the prioritization vector, a relative risk matrix is created by grouping the criteria
according to different risk environments using Equation (11).

] | =0 B=0,5 B=1 \

Networks & Systems 0,244 0,201 0,159

Application & Data Se- | 0,315 0,276 0,237

curity

Portable Device & En- | 0,295 0,244 0,194

vironment

Internet of Things 0,029 0,020 0,011

Security of Physical | 0,075 0,060 0,045

Places

Security of Personnel 0,067 0,055 0,043

Calculation of Adjusted Fuzzy Weights Using a-Cut and S-Weighting
Gi=B-wl+(1-p) w!, 0<A<1, 0<a<l, i<j

Given: a = 0.8

Criterion: Network & Systems

B=0:(0x0.016) + (1 —0) x 0.024 = 0.24

B=0,5:(0.5x 0.016) + (1 — 0.5) x 0.024 = 0.20
B=1:(1x0.016)+(1—1)x0.024 =0.16

Table 9: The Risk Matriz for Two-Dimensional Weighted Fuzzy AHP

[ [ 0,38-0,26 0,25-0,13 0,12-0,00
B =0 1. Application & Data Security, 3. Networks & Systems 4. Security of Physical Places,
2. Portable Device & Environ- 5. Security of Personnel, 6. In-
ment ternet of Things

B =0,5 | 1. Application & Data Security 2. Portable Device & Environ- 4. Security of Physical Places,
ment, 3. Networks & Systems 5. Security of Personnel, 6. In-
ternet of Things

B=1 1. Application & Data Security, 4. Security of Physical Places,
2. Portable Device & Environ- 5. Security of Personnel, 6. In-
ment, 3. Networks & Systems ternet of Things

Table 10: The Hurwicz Risk Matrix
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4. Conclusion

In multicriteria decision problems, the AHP method is used to determine criteria weights
through pairwise comparisons of alternatives and criteria, and to compute and rank the al-
ternative’s relative importance. However, when dealing with uncertainty and overlapping cri-
terion evaluations, the AHP method is insufficient. Therefore, the FAHP method is used to
perform more precise evaluations under conditions of indecisiveness and uncertainty. FAHP,
which expresses and calculates using triangular numbers, produces more precise, adaptable,
and practical results than the classical AHP method. However, neither method is completely
adequate for evaluating overlapping criterion sets. This is because both methods focus on di-
rectly converting fuzzy structures into crisp values, introducing uncertainty into the results and
risk structure. Although the a-cut method is suggested in fuzzy approaches to increase the
degree of crisp values representing fuzzy numbers, the decision matrix is still converted to crisp
values during the processing stages, thus reducing the FAHP method back to the classical AHP
method and preventing the attainment of crisp importance rankings for overlapping criteria. In
this article, providing an effective method for the selection of risky criteria is based on creating
a hierarchical structure by using the AHP method to ensure the consistency of the decision ma-
trix and eliminating the fuzziness in expert opinions with FAHP. However, in case the fuzziness
is insufficient in separating the conflicting criteria, it is suggested that the FAHP method is first
combined with the « - alpha cut-off method to create a two-dimensional confidence interval of
expert opinions. This two-dimensional confidence interval aims to provide a healthier balance
between different expert opinions. The normalization process in the two-dimensional F-entropy
method obtained by the alpha cut method is carried out, and also proposed to include the sub-
criteria ratios as a correction factor in the calculation stages if the main criteria have different
sub-criteria. In this way, the main criteria alongside the sub-criteria are effectively included in
the evaluation. The integration of the correction factor into the fuzzy entropy method, which is
proposed to be used in this paper, aims to eliminate the imbalances between the weights of the
criteria. Thus, a more balanced risk distribution is ensured, while concurrently, criteria with
different numbers of sub-criteria are prevented from being of equal importance to each other
and a healthier prioritization opportunity is provided to decision makers. This approach helps
to evaluate the criteria of different dimensions and scope in a balanced manner. In particular,
it becomes easier for organizations to direct their limited resources to the most critical areas
and risk management processes become more effective. Within the scope of this paper, it is
proposed to use the two-dimensional F-entropy importance weights obtained by integrating the
correction factor as the relative importance multiplier of the criteria in the two-dimensional
FAHP method. In this context, overlapping criteria can be separated and the importance val-
ues of the relevant main criteria can be differentiated, allowing more precise determination of
the determined importance values. The two-dimensional values of the differentiated and non-
overlapping criteria were grouped according to different environmental conditions, and a risk
pool was created for the criteria. The method proposed in this paper can increase the efficiency
and accuracy of the evaluation process and can be an effective tool in achieving the desired
goals.

Attribution

This study is derived from the implementation of the doctoral thesis currently being conducted
by Aysu Yagar at the Institute of Social Sciences, Trakya University, under the supervision of
Prof. Dr. M. Kenan Terzioglu.

94



CRORR 17:1 (2026), 81-96 Yasar and Terzioglu: Risk-based decision-making: extended F-Entropy meth...

References

(1

2]

3l

(4]

5]

[6]

7]

(8]

9

(10]

[11]
(12]

[13]

[14]
[15]

[16]

(17]

(18]

(19]

Agrawal, N., and Dixit, J. (2022). Assessment of landslide susceptibility for Meghalaya (India)
using bivariate (frequency ratio and Shannon entropy) and multi-criteria decision analysis (AHP
and fuzzy-AHP) models. All Earth, 34(1), 179-201. doi: 10.1080,/27669645.2022.2101256

Arslan, R., and Filiz, M. (2021). Veri Zarflama Analizi ve ENTROPY Temelli TOPSIS Y6ntemi
ile Dogu Anadolu Bélgesi Hastanelerinin Etkinlik Analizi. Artvin Coruh Universitesi Uluslararas
Sosyal Bilimler Dergisi, 7(1), 65-83. doi: 10.22466/acusbd.884242

Buckley, J. J. (1985). Ranking alternatives using fuzzy numbers. Fuzzy Sets and Systems, 29,
145-153. doi: 10.1016,/0165-0114(85)90013-2

Caralli, R. A., Stevens, J. F., Young, L. R., and Wilson, W. R. (2007). In-
troducing octave allegro: Improving the information security risk assessment pro-
cess. Software Engineering Institute, Carnegie Mellon, Hansom AFB, MA. url
https://insights.sei.cmu.edu/documents /786 /20070050011 4885.pdf [Accessed 09/06/25]

Duleba, S., Kutlu Giindogdu, F., and Moslem, S. (2021). Interval-Valued Spherical Fuzzy Analytic
Hierarchy Process Method to Evaluate Public Transportation Development. Informatica, 32(4),
661-686. doi: 10.15388/21-INFOR451

Efe, A. (2023). A comparison of key risk management frameworks: COSO-ERM, NIST
RMF, ISO 31000, COBIT. Denetim ve Giivence Hizmetleri Dergisi, 3(2), 185-205. url:
https://dergipark.org.tr/tr/pub/audas/issue/79262/1291915 [Accessed 09/06/25]

Feizi, F., Karbalaei-Ramezanali, A., and Tusi, H. (2017). Mineral potential mapping via TOP-
SIS with hybrid AHP—Shannon entropy weighting of evidence. Natural Resources Research, 26,
553-570. doi: 10.1007/s11053-017-9338-3

Giindogdu, F. K., Duleba, S., Moslem, S., and Aydin, S. (2021). Evaluating public transport service
quality using picture fuzzy analytic hierarchy process and linear assignment model. Applied Soft
Computing, 100, 106920. doi: 10.1016/j.as0c.2020.106920

Hurwicz, L. (1951). Some specification problems and applications to econometric models. Econo-
metrica, 19(3), 343-344. url: https://www.jstor.org/stable/1907903 [Accessed 09/06/25]
Karami, A., and Johansson, R. (2014). Utilization of Multi Attribute Decision Making Techniques
to Integrate Automatic and Manual Ranking of Options. Journal of Information Science and
Engineering, 30, 519-534. url: https://www.researchgate.net/publication/280982861 [Accessed
09/06/25]

Kaufmann, A., and Gupta, M. M. (1988). Fuzzy Mathematical Models in Engineering and Man-
agement Science. North-Holland.

Kaur, S., Singh, S., Gupta, S., and Wats, S. (2023). Risk analysis in decentralized finance (DeF1i):
a fuzzy-AHP approach. Risk Management, 25(2), 13. doi: 10.1057/s41283-023-00118-0

Keles, N. (2025). Measuring trade facilitation for the seven emerging economies (E7) using multi-
criteria decision-making methods. Croatian Journal of Operational Research, 16(1), 17-29. doi:
10.17535/crorr.2025.0002

Kumar, M., and Gupta, S. (2020). Security perception of e-banking users in India: An analytical
hierarchy process. Banks and Bank Systems, 15(1), 11-20. doi: 10.21511/bbs.15(1).2020.02

Lotfi, F. H., and Fallahnejad, R. (2010). Imprecise Shannon’s Entropy and Multi Attribute Deci-
sion Making. Entropy, 12(1), 53-62. doi: 10.3390/e12010053

Nasrullah, M., Suryawan, S. H., Istyanto, N. P., and Kristanto, T. (2022). Risk Priority Analysis
for Change Management on E-Government using RIPC4 and AHP. Journal of Information Systems
and Informatics, 4(1), 16-29. doi: 10.51519/journalisi.v4il.218

Randhawa, N. S., and Heady, E. O. (1963). Decision Making Under Uncertainty with Special
Reference to Agriculture (In India). Indian Journal of Agricultural Economics, 18(3), 9-22. doi:
10.22004/ag.econ.231612

Saaty, T. L. (1980). The Analytic Hierarchy Process: Planning, Priority Setting, Resource Allo-
cation. McGraw-Hill, New York.

Shannon, C. E. (1948). A mathematical theory of communica-
tion. The Bell System Technical Journal, 27(3), 379-423. url:
https://people.math.harvard.edu/ ctm/home/text/others/shannon/entropy/entropy.pdf [Ac-
cessed 09/06/25]

95


https://doi.org/10.1080/27669645.2022.2101256
https://doi.org/10.22466/acusbd.884242
https://doi.org/10.1016/0165-0114(85)90013-2
https://insights.sei.cmu.edu/documents/786/2007_005_001_14885.pdf
https://insights.sei.cmu.edu/documents/786/2007_005_001_14885.pdf
https://doi.org/10.15388/21-INFOR451
https://dergipark.org.tr/tr/pub/audas/issue/79262/1291915
https://dergipark.org.tr/tr/pub/audas/issue/79262/1291915
https://doi.org/10.1007/s11053-017-9338-3
https://doi.org/10.1016/j.asoc.2020.106920
https://www.jstor.org/stable/1907903
https://www.researchgate.net/publication/280982861_Utilization_of_Multi_Attribute_Decision_Making_Techniques_to_Integrate_Automatic_and_Manual_Ranking_of_Options
https://doi.org/10.1057/s41283-023-00118-0
https://doi.org/10.17535/crorr.2025.0002
https://doi.org/10.17535/crorr.2025.0002
https://doi.org/10.21511/bbs.15(1).2020.02
https://doi.org/10.3390/e12010053
https://doi.org/10.51519/journalisi.v4i1.218
https://doi.org/10.22004/ag.econ.231612
https://doi.org/10.22004/ag.econ.231612
https://people.math.harvard.edu/~ctm/home/text/others/shannon/entropy/entropy.pdf
https://people.math.harvard.edu/~ctm/home/text/others/shannon/entropy/entropy.pdf

CRORR 17:1 (2026), 81-96 Yasar and Terzioglu: Risk-based decision-making: extended F-Entropy meth...

[20] Terzioglu, M. K., and Yasar, A. (2022). CQok Kriterli Karar Verme Modelleri: AHP ve
Bulamk AHP Yoéntem Kargilagtirmasi. 3. Uluslararasi Uygulamal Istatistik Kongresi. url:
https://www.uyik.org/uploads/uyik—-2022-kongre-kitabi.pdf [Accessed 10/02/25]

[21] Yasar, A., and Terzioglu, M. K. (2022). Cok Kriterli Karar Verme Modellerinde
AHP Yonteminin Incelenmesi. 3. Uluslararasi Uygulamali Istatistik Kongresi. url:
https://www.uyik.org/uploads/uyik—2022-kongre-kitabi.pdf [Accessed 10/02/25|

96


https://www.uyik.org/uploads/uyik--2022-kongre-kitabi.pdf
https://www.uyik.org/uploads/uyik--2022-kongre-kitabi.pdf
https://www.uyik.org/uploads/uyik--2022-kongre-kitabi.pdf
https://www.uyik.org/uploads/uyik--2022-kongre-kitabi.pdf

Croatian Operational Research Review 97
CRORR 17:1(2026), 97-110

Multidecision criteria models for Logistics Performance Index in the
EU countries

Angela Silva'** Bruna Barros®? and Helena Sofia Rodrigues®

Y School of Engineering, University of Minho, Campus de Azurém 4804-533 Guimardes, Portugal
Algortimi Research Centre, University of Minho, Portugal
ADiT-Lab, Instituto Politécnico de Viana do Castelo, Portugal
E-mail: asilva@dps.uminho.pt

2 Escola Superior de Ciéncias Empresariais, Instituto Politécnico de Viana do Castelo, Avenida Pinto

da Mota, n? 330 4930-600 Valenca, Portugal
E-mail: brunabs@ipuvc.pt

3 Escola Superior de Ciéncias Empresariais, Instituto Politécnico de Viana do Castelo, Avenida Pinto
da Mota, n® 3350 4930-600 Valenga, Portugal
ADiT-Lab, Instituto Politécnico de Viana do Castelo, Portugal
CIDMA, Center for Research Development in Mathematics and Applications, University of Aveiro,
Portugal
E-mail: sofiarodrigues@esce.ipvc.pt
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1. Introduction

Logistics performance in the European Union (EU) is influenced by several key factors, primarily
assessed through the Logistics Performance Index (LPI). The LPI, developed by the World
Bank, is a comprehensive benchmarking tool that provides a numerical score for each country
based on factors such as infrastructure quality, customs efficiency, logistics competence, tracking
and tracing capabilities, and the timeliness of shipments. These dimensions are essential for
evaluating logistics systems and for guiding strategic decisions in transportation and trade.

This index evaluates logistics performance across multiple criteria, and the relative weight-
ing of these criteria can significantly affect the ranking of EU countries. Understanding the
dynamics and sensitivity of these rankings is crucial for enhancing logistics efficiency and com-
petitiveness at both national and regional levels.

In recent years, a growing body of literature has examined the limitations of the LPIs
equal weighting approach and emphasized the value of multi-criteria decision-making (MCDM)
models for more nuanced assessments [4, 10, 21]. MCDM methods enable decision-makers
to evaluate multiple, often conflicting, factors simultaneously, offering a more adaptable and
context-sensitive framework for logistics analysis. Various techniques have been explored, in-
cluding CRITIC, AHP, and Entropy for weighting, and methods such as TOPSIS, MARCOS,
and SAW for ranking [3, 5, 6].

Moreover, new approaches such as the Green Logistics Performance Index (GLPI) have
highlighted the increasing importance of environmental sustainability in logistics benchmarking,
especially in light of the EU’s ambitious COs free urban logistics targets by 2030 [17]. These
developments underscore the need for methodological transparency and multi-method validation
in assessing national logistics systems [15, 19].

The contribution of this paper lies in its integrated application of several MCDM methods
- CRITIC for objective criteria weighting, and MARCOS, TOPSIS, and SAW for alternative
ranking - to evaluate the logistics performance of EU countries using the 2023 World Bank
LPI dataset. While prior studies have applied individual methods, few have systematically
compared multiple MCDM techniques on the same dataset. By doing so, this study not only
strengthens the robustness of the results but also provides insights into how methodological
choices influence country rankings.

This research supports informed decision-making in logistics strategy and policy by identi-
fying performance disparities among EU countries, highlighting the methodological sensitivity
of LPI rankings, and offering a replicable framework for similar evaluations in other regional
contexts.

2. Literature review

The LPI provides information on various aspects of logistics performance, including customs
efficiency, infrastructure quality, ease of arranging shipments, and timeliness. Countries are
ranked based on their scores, which help identify strengths and weaknesses in their logistics
systems. According to [1], LPI is essential for policy makers and stakeholders who want to
improve logistics performance at the national and regional levels.

Infrastructure quality is a critical determinant of logistics performance. Research indicates
that without adequate infrastructure, logistics services cannot achieve optimal efficiency. The
integration of infrastructure efficiency with logistics quality and environmental impact is vital
for sustainable logistics performance, as evidenced by benchmark studies in EU countries [8].

The environmental impact of logistics operations is increasingly recognized as a significant
factor. Many EU countries struggle to balance operational efficiency with environmental sus-
tainability, indicating the need for policies that address both aspects simultaneously [§]. In
contrast, while the focus on logistics performance is essential, some argue that an overemphasis
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on ranking may overlook the unique challenges faced by individual countries, potentially leading
to misaligned policy priorities.

The LPI is calculated using six equally weighted criteria, but the importance of these weights
can vary significantly [4]. Studies have shown that adjusting these weights can alter the ranking
of countries, highlighting the need for tailored evaluations based on specific national contexts
[11]. The LPI reveals that the importance assigned to these criteria significantly affects na-
tional rankings, as demonstrated by various multi-criterion decision making (MCDM) methods
employed in recent studies [5, 11, 22].

The integration of subjective and objective weighting methods improves the robustness of
logistics performance evaluations, allowing countries to strategically focus on areas for improve-
ment [21]. In general, these factors collectively shape the logistics landscape within the EU,
influencing both regional and global competitiveness [4].

Methods such as CRITIC and FUCOM have been used to determine the optimal weighting
of these criteria, demonstrating that sensitivity analysis is essential for accurate evaluations [4,
6, 21]. The CRITIC method is a robust objective weighting technique that balances variability
and correlation to ensure criteria independence. However, alternative methods like Entropy
(objective), AHP and BWM (subjective), or SWARA (semi-subjective) can be used based on
data availability and decision-maker preferences. Selecting the appropriate method depends
on whether the study emphasizes statistical objectivity (CRITIC, Entropy) or expert-driven
evaluation (AHP, BWM, SWARA) [3].

Comparing the applied method to rank the different countries, MARCOS method provides
precise and robust rankings but is complex and not yet widely validated. TOPSIS is easy to use
and widely applied but suffers from sensitivity to normalization and rank reversal issues. SAW
is computationally simple and stable but lacks the sophistication needed for handling more
complex decision-making scenarios. The choice of method depends on the specific requirements
of the decision problem, such as the complexity of alternatives, sensitivity to criteria weights,
and the need for ideal solution considerations. [3]. These models enable organizations to make
informed decisions that align with improving their LPI scores.

3. Methodology

The research starts by identifying pertinent studies from academic databases that align with the
subject. It consolidates key insights from prior research on logistics performance indicators in
EU nations, focusing on commonly utilized indicators, benchmarking standards, methodological
best practices, and empirical findings regarding the determinants of logistics efficiency and
effectiveness in the region.

Subsequently, logistics performance indicators (LPIs) were gathered, and potential quanti-
tative methods were examined to address the distinct challenges and complexities associated
with evaluating logistics efficiency and effectiveness in this context. Figure 1 illustrates the
analytical approach adopted for assessing these indicators.

) |

SR ES R RSN

Literature review
State of the art LPI 2023, from the Weight criteria that prioritize
World Bank interdependencies

Ranking countries

Figure 1. Evaluation framework of logistics performance
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3.1. Data collection and spatial analysis

The World Bank gathers LPI data through a combination of surveys, interviews, and expert
evaluations conducted with logistics professionals, policymakers, and business leaders in each
country. These survey tools are designed to capture both qualitative and quantitative aspects
of logistics performance, employing standardized questionnaires and scoring frameworks.

The collected LPI data are publicly available through multiple online platforms [24]. While
the LPI covers countries worldwide, this study specifically focuses on European Union nations,
with an emphasis on data from the 2023 report.

Geographic visualization of these criteria offers valuable insights into spatial disparities and
regional logistics performance. By mapping these indicators, it becomes possible to better
understand the contribution of each factor to overall logistics efficiency. Additionally, this
approach supports evidence-based policymaking by identifying regional strengths and areas
requiring improvement, ensuring that strategic decisions are informed by both quantitative
rankings and their spatial distribution.

MARCOS, SAW, and TOPSIS were selected due to their complementary strengths in han-
dling both additive and compromise-based decision logic, as well as their established use in
logistics and performance benchmarking contexts.

3.2. Decision matrix and decision process

Let’s consider a decision matrix in a usual multi-criteria decision making problem [14]. Each
value of x;; represents the achievement by the country ¢ in the criterium j.

T11 Ti2 " Tin
T21 T22 " T2n (1)
Tml Tm2 " Tmn

In a multi-decision criteria context, it is important to define if the criterium have the goal
of maximizing (max) or minimizing (min) decision-making process [3]; in this case, all the six
criteria are benefit, i.e., it should be maximized.

The goal is to evaluate and rank the alternatives (countries) according to the specified
indicators. This assessment is performed by assigning weights w; (where w; > 0 and ) w; = 1)
to different criteria. Then, the value for each country (V;) should be calculated using weight
additive function:

V= wxy (2)
=1

3.3. CRITIC Method

The weights described in the previous subsection have different ways to be calculated. One
of them is the CRITIC method. The CRITIC (Criteria Importance Through Inter-criteria
Correlation) method offers a nuanced perspective by considering the inter-dependencies among
decision criteria [10]. Logistics performance should consider interdependencies, as they affect
the entire process of sending orders between countries. The CRITIC method comprises the four
sequential steps:

Step 1. Define the decsion matrix according to the alternatives and the criteria.

Step 2. Normalize the initial decision matrix D according to the criteria type:
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. Ti;—ming T;; . oL o Tij—Max; Ti;
benefit crit.:  y;; = T i cost crit.: gy = grd—— et (3)
Step 3. Calculate the symmetric linear correlation matrix [r;;], using statistical measures
such as Pearson correlation coefficient. These correlations form the foundation for assigning
relative weights to the criteria, where stronger correlations indicate greater importance.
Step 4. Calculate the objective weights as

_ K
Z;L:1 K; 7

where K; = o} Z;’:l(l — 71i;), with o; corresponding to the standard deviation of the each
column of [y;;].
After the weight process has been concluded, it is necessary to rank the countries to multi-

criteria techniques. In this paper there are used three different techniques for this assessment:
MARCOS, SAW and TOPSIS.

(4)

Wy

3.4. MARCOS Method

The MARCOS (Measurement of Alternatives and Ranking according to COmpromise Solution)
method integrates correspondence analysis and similarity matrices to rank alternatives based
on their performance across multiple criteria [18, 23]. This approach is goal-oriented and data-
driven, ranking alternatives based on their similarity and removing the need for subjective
weighting of criteria [16].

Step 1. After defining the decision matrix, it is necessary to extend it by adding two new
rows for each criterion: the ideal alternative (AI) and the anti-ideal alternative (AAI), as follows:

benefit crit.:  AAI = min;z;; and Al = maxz;z;;
cost crit.: AAI = maz;x;; and Al = min;x;;

(5)

Step 2. The normalization process for this method is:

. . . . ZT;;
benefit criterion: n;; = “;4? cost criterion: n;; = 3::1]1 (6)
ij

Step 3. The determination of the weighted matrix ([v;;]), with the weights (w;) calculated
in the previous subsection, is done as:

Vij = Nij X W, (7)
Step 4. The determination of the utility degree of alternatives K; can be calculated as:

Ky = g% K=& (8)

i Saar i T Sar

where S; represents the sum of the elements of the weighted matrix [v;;], and Sar and Saar
corresponds to the sum of elements of alternative ideal and anti-ideal, respectively.
Step 5. The determination of the utility function of alternatives f(K;):

Kr+K; . - K K,
F(Ki) = k) 1)) with  f(K;) = i%=s P = KF+K- 9)
I FOx) FED)

Step 6. The rank of the alternatives (countries) with the best values of the utility functions.
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3.5. SAW Method

The Simple Additive Weighting (SAW) Method is a well-known approach within the family of
multicriteria decision-making (MCDM) methods. It is widely applied in fields such as opera-
tions research, engineering, environmental science, and economics to address problems involving
multiple criteria that must be balanced to make a decision. The SAW method is particularly
popular due to its simplicity, intuitiveness, and effectiveness in aggregating diverse criteria into
a single score for ranking alternatives [7, 20].

The SAW method is based on the principle of weighted linear combination, where each
alternative’s performance across criteria is aggregated into a single score. The alternative with
the highest score is typically considered the most preferred [13].

Step 1. After defining the decision matrix, it is necessary to normalize the matrix, using
the following criterion type:

sty cost criterion:  n;; = M) (10)

benefit criterion: n;; = oy
i

Step 2. The determination of the weighted matrix ([v;;]), with the weights (w;) calculated
in the previous subsection, is done as:
Vij = Njj X Wj (11)

Step 3. For each alternative i, calculate its total score S; as:

S; = Z Vi (12)
j=1

Step 4. The rank of the alternatives on their total scores S; is the one with the highest score
is the best option.

3.6. TOPSIS Method

The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) is a widely used
multi-criteria decision-making (MCDM) method that ranks alternatives based on their closeness
to ideal and anti-ideal solutions. TOPSIS can handle both quantitative and qualitative criteria,
making it applicable in various fields, including manufacturing process optimization [2, 9]. The
method’s popularity stems from its simplicity, rationality, and computational efficiency [12].

Step 1. After defining the decision matrix, it is necessary to normalize the matrix, using
the following criterion type:

Tij = ﬁ7 VZ7] (13)
Zi:l Lij

Step 2. The determination of the weighted matrix ([v;;]), with the weights (w;) calculated
in the previous subsection, is done as:

Vij = Njj X Wj (14)
Step 3. Determine the Ideal and Anti-Ideal solutions, as follows:

e Ideal Solution (A™) is the best performance for each criterion:

J

max(v;;), if jis a benefit criterion
At ={vf of . vt ol = A o (15)
min(v;;), if j is a cost criterion
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e Anti-Ideal Solution (A~ )is the worst performance for each criterion:

A7 ={vy 09,0, ), v = (16)

_ min(v;;), if j is a benefit criterion
max(v;;), if jis a cost criterion

Step 4. Calculate the Separation Measures, using the distance of each alternative from the
Ideal and Anti-Ideal solutions:

e Distance from Ideal Solution (S;"):

St = (17)
e Distance from Negative-Ideal Solution (S;)
S, = (18)

Step 5. Compute the Relative Closeness to the Ideal Solution, calculating the relative
closeness C; of each alternative to the ideal solution:
S
Ci=—2"+—, Vi 19
S+ S (19)

The value C; lies between 0 and 1, where a value closer to 1 indicates a better alternative.
Step 6. Rank the alternatives in descending order of C;. The alternative with the highest
C; is considered the best choice.

4. Analysis of the results

4.1. Spatial analysis of LPI

In this section various key performance indicators (KPIs) across different European Union
countries in 2023 are analyzed. This analysis aims to highlight the disparities in performance
and suggest potential strategies for enhancing efficiency and effectiveness in logistics operations.

Customs: When analyzing Fig. 2 (a), the first conclusion is that the countries with the best
scores in 2023 for the Customs indicator are Sweden, Finland, and Denmark, with scores of 4 for
Sweden and Finland, and 4.1 for Denmark. These high scores suggest that these countries have
efficient customs processes, which likely contribute to smoother international trade and lower
costs for businesses. On the other hand, the countries with the worst scores are Romania, Czech
Republic, Cyprus, Croatia, and Hungary. These low scores indicate significant inefficiencies in
customs procedures, which can lead to delays and increased costs.

Infrastructure: the countries with the lowest quality of infrastructure are Romania, Cyprus,
Croatia, and the Czech Republic (Fig. 2 (b)). Poor infrastructure quality in these countries
can hinder economic growth and reduce the efficiency of logistics operations . Conversely,
the countries with the best infrastructure quality are Sweden, Finland, Belgium, Germany, the
Netherlands, and Denmark (Fig. 2 (b)). High-quality infrastructure in these countries supports
efficient logistics and supply chain operations, contributing to their economic competitiveness.
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International Shipments: The countries where exporting at competitive prices is most diffi-
cult are Bulgaria, Slovakia, and Portugal. These scores suggest that businesses in these countries
face challenges in maintaining competitive export prices, which can affect their global market
presence. In contrast, the countries where competitive export prices are more achievable are
Finland, Greece, Austria, and Belgium (see Fig. 2 (c)). These higher scores indicate a more
favorable environment for exports, likely due to efficient logistics and supportive trade policies.

Quality of Logistics Services: Fig. 2 (d) shows the countries with the weakest scores in
the Quality of Logistics Services indicator in 2023. The countries with the best scores are
Denmark, Sweden, Germany, and the Netherlands. These high scores reflect the effectiveness
and reliability of logistics services in these countries, which are crucial for maintaining supply
chain efficiency and customer satisfaction. The countries with the weakest scores are Hungary
and Cyprus. These low scores suggest that logistics services in these countries may be less
reliable or efficient, potentially leading to higher costs and delays.

Tracking and Tracing: Fig. 2 (e) provides information on the countries with the highest and
lowest scores for the Tracking and Tracing indicator. The countries with the highest scores are
Austria, Germany, Finland, the Netherlands, Denmark, and Sweden. High scores in tracking
and tracing indicate robust systems for monitoring shipments, which enhance transparency and
reliability in the supply chain. The countries with the lowest scores are Slovenia, Lithuania,
Czech Republic, and Portugal. These low scores suggest that these countries may face chal-
lenges in providing accurate and timely tracking information, affecting customer satisfaction
and operational efficiency.

Timeliness: Analyzing Fig. 2 (f), the countries with the lowest scores for the Timeliness
indicator in 2023 are Croatia, Malta, Slovenia, Bulgaria, Luxembourg, Cyprus, and Slovakia,
Croatia, Malta, Slovenia, Bulgaria, Cyprus, Luxembourg, and Slovakia. These low scores in-
dicate that shipments in these countries are often delayed, which can disrupt supply chains
and increase costs. The countries with the highest scores are Belgium, Spain, Sweden, Austria,
and Finland. High scores in timeliness reflect efficient logistics operations that ensure timely
deliveries, which are critical for maintaining customer satisfaction and operational efficiency.

4.2. Weight criteria: CRITIC Mehod

In order to use the CRITIC method, it was necessary to clear the data, and selected the identifies
the EU countries classified here as alternatives (rows of the decision matrix) (A4;,i = 1,...27).
Then, the 6 indicators (columns of the decision matrix) that compose the LPI were defined as
criteria: customs (C1), Infrastructure (Cs), International Shipment (C3), Quality Services (Cy),
Tracking and Tracing (C5) and Timeliness (Cg). Matrix normalization is performed according
to Equation (3). The values of the initial matrix and normalized values are displayed in Table 1.

Additionally the corresponding correlation matrix between criteria is calculated (Table 2).

The final results for the weights as step 4 defined in the previous section are in Table 3. It
is possible to observe that criterium related to the international shipment(C3) was the one has
more relevance, while the quality services (Cy) was the lowest scored.

4.3. Ranking countries: MARCOS, SAW and TOPSIS Methods

After calculating the weights using the CRITIC method, the next step is to determine the
ranking of each country. This was achieved by applying the formulas outlined in the previous
section for the three selected methods: MARCOS, SAW, and TOPSIS.

Table 4 shows the final ranking for the three methods. The ranking of countries across
the four methods: original ranking, MARCOS, SAW, and TOPSIS, offers valuable insights
into their relative performances and the impact of different decision-making approaches. The
rankings provide a comprehensive view of how countries compare in terms of their attributes,
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Initial decision matrix Normalized decion matrix
cCp Cy C3 Cy Cs; Cs Ch Ca Cs Cy Cs Cé
AUT 3.7 39 38 4 4.2 4.3 0.714 0.733 0.727 0.818 0.923 1.000
BEL 39 41 38 42 4 4.2 0.857 0.867 0.727 1.000 0.769  0.909
BGR | 3.1 31 3 3.3 33 35 0.286 0.200 0.000 0.182 0.231 0.273
HRV 3 3 36 34 34 32 0.214 0.133 0.545 0.273 0.308 0.000
CYP 29 28 31 32 34 35 0.143 0.000 0.091 0.091 0.308 0.273
CZE 3 3 34 36 32 3.7 0.214 0.133 0.364 0.455 0.154 0.455
DNK | 41 41 36 4.1 43 4.1 1.000 0.867 0.545 0.909 1.000 0.818
EST 32 35 34 37 38 4.1 0.357 0.467 0.364 0.545 0.615 0.818
FIN 4 4.2 4.1 4.2 42 4.3 0.929 0933 1.000 1.000 0.923 1.000
FRA 3.7 38 37 38 4 4.1 0.714 0.667 0.636 0.636 0.769 0.818
DEU 3.9 43 37 42 42 4.1 0.857 1.000 0.636 1.000 0.923 0.818
GRC 32 37 38 38 39 39 0.357 0.600 0.727 0.636 0.692 0.636
HUN 27 31 34 31 34 36 0.000 0.200 0.364 0.000 0.308 0.364
IRL 34 35 36 36 3.7 3.7 0.500 0.467 0.545 0.455 0.538 0.455
ITA 34 38 34 38 39 39 0.500 0.667 0.364 0.636 0.692 0.636
LVA 33 33 32 37 36 4 0.429 0.333 0.182 0.545 0.462 0.727
LTU 32 35 34 36 31 36 0.357 0.467 0.364 0.455 0.077 0.364
LUX 36 36 36 39 35 35 0.643 0.533 0.545 0.727 0.385 0.273
MLT 34 37 3 34 34 3.2 0.500 0.600 0.000 0.273 0.308 0.000
NLD 3.9 42 37 42 42 4 0.857 0.933 0.636 1.000 0.923 0.727
POL 34 35 33 36 38 39 0.500 0.467 0.273 0.455 0.615 0.636
PRT 32 36 31 36 32 36 0.357 0.533 0.091 0.455 0.154 0.364
ROM | 27 29 34 33 35 36 0.000 0.067 0.364 0.182 0.385 0.364
SVK 32 33 3 34 33 35 0.357 0.333 0.000 0.273 0.231 0.273
SVN 34 36 34 33 3 3.3 0.500 0.533 0.364 0.182 0.000 0.091
ESP 36 38 37 39 41 4.2 0.643 0.667 0.636 0.727 0.846  0.909
SWE | 4 42 34 4.2 4.1 4.2 0.929 0933 0.364 1.000 0.846 0.909

Table 1: Initial and normalized values for decion matriz for the CRITIC method, for the 27-EU
countries in LPI context

[ [ & Co C3 Cy Cs Cs ]
C1 1.000 0.931 0.557 0.896 0.757 0.662
Co 0.931 1.000 0.580 0.884 0.754 0.672
Csy 0.557  0.580 1.000 0.685 0.681 0.619
Cy 0.896 0.884 0.685 1.000 0.827 0.806
Cs 0.757 0.754 0.681 0.827 1.000 0.861
Ceg 0.662 0.672 0.619 0.806 0.861 1.000

Table 2: Values for r;;

as determined by the weights calculated using the CRITIC method. This analysis highlights
both consistencies and discrepancies among the rankings produced by the various methods.

The rankings demonstrate significant consistency in identifying the strongest and weakest
performers across all methods. For example, Finland (FIN) consistently holds the top rank (1st)
in all methods, indicating its dominant performance irrespective of the evaluation technique.
This robustness suggests that Finland’s attributes are well-aligned with the criteria and weights
applied in the decision-making process.

Similarly, Bulgaria (BGR) and Cyprus (CYP) consistently occupy the bottom ranks (24th
to 27th) across all methods. This unanimity highlights their relatively weaker performance on
the evaluated criteria, making them less sensitive to the methodological differences.

While the top and bottom performers exhibit stability, countries in the middle tier show
notable variability across methods. For instance, Denmark (DNK) ranks 2nd in the Original
method but shifts to 3rd under MARCOS and SAW, and drops further to 6th in TOPSIS. This
variability indicates that Denmark’s performance is more influenced by the methodological
nuances, particularly the treatment of ideal and negative-ideal solutions in TOPSIS.

Other middle-ranked countries, such as Ireland (IRL) and the Netherlands (NLD), also dis-
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[ [ & Ca Cs Cy Cs Cs |
o 0.282 0.289 0.257 0.310 0.305 0.307
C; 0.338 0.340 0.483 0.279 0.341 0.423
w; 0.153 0.154 0.219 0.127 0.155 0.192

Table 3: Values for standard deviation (o;).

C; and weights (w;)

Score Ranking
Country Original MARCOS SAW TOPSIS | Original MARCOS SAW TOPSIS
Austria 4.0 0.73 0.95 0.78 5 6 6 5
Belgium 4.0 0.74 0.95 0.82 5 4 4 2
Bulgaria 3.2 0.59 0.76 0.21 24 26 26 26
Croatia 3.3 0.60 0.78 0.30 19 22 22 21
Cyprus 3.2 0.58 0.75 0.17 24 27 27 27
Czech Republic 3.3 0.61 0.79 0.29 19 20 20 22
Denmark 4.1 0.74 0.95 0.78 2 3 3 6
Estonia 3.6 0.66 0.86 0.50 12 12 12 13
Finland 4.2 0.77 0.99 0.95 1 1 1 1
France 3.9 0.71 0.91 0.70 8 9 9 9
Germany 4.1 0.74 0.96 0.81 2 2 2 3
Greece 3.7 0.68 0.88 0.60 10 10 10 10
Hungary 3.2 0.60 0.77 0.26 24 25 25 24
Ireland 3.6 0.66 0.85 0.50 12 14 14 14
Italy 3.7 0.68 0.87 0.56 10 11 11 11
Latvia 3.5 0.64 0.83 0.42 16 16 16 16
Lithuania 3.4 0.63 0.81 0.36 17 17 17 17
Luxembourg 3.6 0.66 0.86 0.51 12 13 13 12
Malta 3.3 0.61 0.79 0.33 19 21 21 19
Netherlands 4.1 0.74 0.95 0.79 2 5 6 4
Poland 3.6 0.66 0.85 0.48 12 15 15 15
Portugal 3.4 0.62 0.80 0.33 17 18 18 20
Romania 3.2 0.60 0.77 0.26 24 24 24 23
Slovakia 3.3 0.60 0.78 0.25 19 23 23 25
Slovenia 3.3 0.61 0.79 0.35 19 19 19 18
Spain 3.9 0.71 0.92 0.71 8 8 8 8
Sweden 4.0 0.73 0.94 0.72 5 7 7 7

Table 4: Scores and Rankings for LPI Methods

play moderate shifts in rankings. For example, the Netherlands moves from 2nd in the Original
method to 5th in MARCOS, 6th in SAW, and 4th in TOPSIS. This reflects the sensitivity of
their rankings to how criteria weights and normalization are applied in each method.

Figure 3 highlighting the comparison of rankings obtained using various methods. From
the methodologycal point of view, MARCOS and SAW methods generally align closely with
the original rankings, with only minor deviations. This alignment can be attributed to their
additive or weighted-sum approaches, which emphasize cumulative performance without heavily
penalizing deviations from an ideal solution. Conversely, TOPSIS introduces more pronounced
shifts, particularly among middle-tier countries, due to its dual focus on proximity to the ideal
solution and distance from the negative-ideal solution.

The consistency among methods for certain countries, alongside variability for others, under-
scores the importance of selecting an appropriate decision-making method based on the specific
context and objectives. For example, TOPSIS may be more suitable for scenarios requiring a
balanced evaluation of both positive and negative aspects, while MARCOS or SAW may be
preferred for simpler additive aggregation.

The rankings provide critical insights for stakeholders and policymakers, particularly in
understanding the relative positions of countries and the potential impact of different evaluation
methods. For countries consistently ranked at the top or bottom, the results validate their
performance as either strong or weak. However, for countries with variable rankings, further
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Comparison of Rankings Across Methods
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Figure 3: Comparison of Country Rankings Across Different Decision-Making Methods

analysis may be required to understand the underlying factors influencing their performance.

The LPI classified throught the two stage methodology CRITIC-MARCOS methods could
be summarized in Figure 4. Finland and part of Western Europe are in the top of the ranking,
while Central and Eastern Europe have the lower positions. Analyzing neighboring countries in
relation to logistics indicators is crucial for several reasons. First, is important to think about
trade efficiency, because when a company undestand the logistics infrastructure and capabilities
of neighboring countries can help identify the most cost-effective routes for transporting goods,
and could decrease significantly transit times. Second, understand what happens in different
countries could increase the market access, specially, if regional trade agreements are prepared.
Third issue is related to the resilience of supply chain, because by understanding the logistics
capabilities of neighboring countries, businesses can diversify their supply routes, reducing de-
pendency on a single route or country and enhancing resilience against disruptions. Finnaly,
knowing what happen in different counties could lead to the increase of economic competitive-
ness, reducing the overall cost of goods sold, making products more competitive in the global
market.

5. Conclusion

Analyzing the Logistics Performance Index within the European Union is vital for optimizing
supply chains, enhancing market access, boosting economic competitiveness, improving supply
chain resilience, informing policy and infrastructure development, supporting sustainable logis-
tics, enhancing global trade competitiveness, and promoting economic growth, particularly for
SMEs.

When the ranking for the three methods are provided, it is possible to see that Finland
(FIN) consistently ranks first across all methods, demonstrating its robustness as the top per-
former. Similarly, Bulgaria (BGR) and Cyprus (CYP) are consistently ranked among the lowest,
highlighting their weaker relative performance.

For middle-tier countries, such as Denmark (DNK) and the Netherlands (NLD), signifi-
cant variability in rankings is observed, particularly in TOPSIS compared to the Original and
additive methods (MARCOS and SAW). This suggests that the methodological differences, es-
pecially the treatment of proximity to ideal and negative-ideal solutions in TOPSIS, can notably
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influence rankings for countries with intermediate performance.
As future work, we intend to study the LPI, using other multi-criteria decision models and
understand whether there are significant changes in the rankings presented.

Acknowledgements

This work was supported by the Centre for Research and Development in Mathematics and
Applications (CIDMA) through the Portuguese Foundation for Science and Technology (FCT -
Fundagao para a Ciéncia e a Tecnologia), references UIDB/04106,/2020 and UIDP/04106/2020
(Rodrigues); ADiT-Lab — Applied Digital Transformation Laboratory, an R&D unit of Poly-
technic University of Viana do Castelo (Rodrigues and Silva); by Algoritmi through FCT —
within the R&D Units Project Scope UIDB/00319,/2020 (Silva). This research is part of Bruna
Barros logistics master thesis.

References

[1] Arvis, J. F., Wiederer, C. K., Ojala, L. M., Shepherd, B. A., Raj, A. U. L., Dairabayeva, K. S.,
Kiiski and T. M. M. (2018). Connecting to Compete 2018: Trade Logistics in the Global Economy
- The Logistics Performance Index and its Indicators. Washington, D.C.: World Bank Group.
url: https://documentsl.worldbank.org/curated/en/576061531492034646 /pdf/Connecting-
to-compete-2018-trade-logistics-in-the-global-economy-the-logistics-performance-index-and-its-
indicators.pdf [Accessed 25/5/2025]
[2] Divya, C., Raju, L.S. and Singaravel, B. (2020). A Review of TOPSIS Method for Multi Criteria
Optimization in Manufacturing Environment. In Dawn, S., Balas, V., Esposito, A. and Gope,
S. (Eds.) Intelligent Techniques and Applications in Science and Technology. ICIMSAT 2019.
Learning and Analytics in Intelligent Systems, 12. Springer, Cham. doi: 10.1007/978-3-030-42363-
6 84
[3] Gurler, H.E., Ozcalic, M. and Pamucar, D. (2024). Determining criteria weights with genetic
algorithms for multi-criteria decision making methods: The case of logistics performance in-
dex rankings of European Union countries. Socio-Economic Planning Sciences, 91, 101758. doi:
10.1016/j.seps.2023.101758
[4] Hadzikaduni¢, A., Stevi¢, Z., Yazdani, M. and Hernandez, V. D. (2023). Comparative Analysis of
the Logistics Performance Index of European Union Countries: 2007-2023. Journal of Organiza-
tions, Technology and Entrepreneurship, 1 (1), 1-11. doi: 10.56578/jote010101
[5] Ju, M., Mirovi¢, I., Petrovi¢, V., Erceg, 7. and Stevi¢, 7. (2024). A Novel Approach for the
Assessment of Logistics Performance Index of EU Countries. Economics, 18(1), 20220074. doi:
10.1515/econ-2022-0074
[6] Keleg, N. (2025). Measuring trade facilitation for the emerging seven countries (E7) using multi-
criteria decision-making methods. Croatian Operational Research Review, 16(1), 17-29. doi:
10.17535/crorr.2025.0002
[7] Khoiry, I. A. and Amelia, D. R. (2023). Exploring Simple addictive weighting (SAW) for Decision-
Making. INOVTEK Polbeng - Seri Informatika, 8(2), 281. doi: 10.35314/isi.v8i2.3433
[8] lo Storto, C. and Evangelista, P. (2023). Infrastructure efficiency, logistics quality and environ-
mental impact of land logistics systems in the EU: A DEA-based dynamic mapping. Research in
Transportation Business Management, 46, 100814. doi: 10.1016/j.rtbm.2022.100814
[9] Madanchian, M. and Taherdoost, H. (2023). A comprehensive guide to the TOPSIS method for
multi-criteria decision making. Sustainable Social Development, 1(1). doi: 10.54517/ssd.v1i1.2220
[10] Mesi¢, A., Migki¢, S., Stevié, Z. and Mastilo, Z. (2022). Hybrid MCDM Solutions for Evaluation
of the Logistics Performance Index of the Western Balkan Countries. Economics, 10(1), 13-34.
doi: 10.2478/e0ik-2022-0004
[11] Migki¢, S., Stevig, 7., Tadi¢, S., Alkhayyat, A. and Krsti¢, M. (2023). Assessment of the LPI of the
EU countries using MCDM model with an emphasis on the importance of criteria. World Review
of Intermodal Transportation Research, 11(3), 258-279. doi: 10.1504/WRITR.2023.132501

109


https://documents1.worldbank.org/curated/en/576061531492034646/pdf/Connecting-to-compete-2018-trade-logistics-in-the-global-economy-the-logistics-performance-index-and-its-indicators.pdf
https://documents1.worldbank.org/curated/en/576061531492034646/pdf/Connecting-to-compete-2018-trade-logistics-in-the-global-economy-the-logistics-performance-index-and-its-indicators.pdf
https://documents1.worldbank.org/curated/en/576061531492034646/pdf/Connecting-to-compete-2018-trade-logistics-in-the-global-economy-the-logistics-performance-index-and-its-indicators.pdf
https://doi.org/10.1007/978-3-030-42363-6_84
https://doi.org/10.1007/978-3-030-42363-6_84
https://doi.org/10.1016/j.seps.2023.101758
https://doi.org/10.1016/j.seps.2023.101758
https://doi.org/10.56578/jote010101
https://doi.org/10.1515/econ-2022-0074
https://doi.org/10.1515/econ-2022-0074
https://doi.org/10.17535/crorr.2025.0002
https://doi.org/10.17535/crorr.2025.0002
https://doi.org/10.35314/isi.v8i2.3433
https://doi.org/10.1016/j.rtbm.2022.100814
https://doi.org/10.54517/ssd.v1i1.2220
https://doi.org/10.2478/eoik-2022-0004
https://doi.org/10.1504/WRITR.2023.132501

CRORR 17:1 (2026), 97-110 Silva et al.: Multidecision criteria model for Logistics Performance Index

[12]

[13]
[14]

[15]

[16]

[17]

(18]

[19]

[20]

21]

22]

23]

24]

110

Papathanasiou, J. and Ploskas, N. (2018). TOPSIS. In Papathanasiou, J. and Ploskas, N. Multiple
criteria decision aid: methods, examples and Python implementations (1-30). Springer Interna-
tional Publishing. doi: 10.1007/978-3-319-91648-4 1

Podvezko, V. (2011). The Comparative Analysis of MCDA Methods SAW and COPRAS. Engi-
neering Economics, 22(2), 134-146. doi: 10.5755/j01.ee.22.2.310

Rezaei, J. (2015). Best-worst Multi-criteria Decision-making Method. Omega, 53, 49-57. doi:
10.1016/j.omega.2015.12.001

See, K. F., Guo, Y. and Yu, M.-M. (2024). Enhancing logistics performance measurement: an
effectiveness-based hierarchical data envelopment analysis approach. Information Systems and
Operational Research, 62(3), 449-479. doi: 10.1080/03155986.2024.2309420

Stankovi¢, M., Stevié, Z., Das, D. K., Subotié¢, M. and Pamucar, D. (2020). A new fuzzy MARCOS
method for road traffic risk analysis. Mathematics, 8(3), 457. doi: 10.3390/math8030457
Starostka-Patyk, M., Bajdor, P. and Bialas, J. (2024). Green logistics performance Index as
a benchmarking tool for EU countries environmental sustainability. Ecological Indicators, 158,
111396. doi: 10.1016/j.ecolind.2023.111396

Stevi¢, Z. and Brkovié, N. (2020). A Novel Integrated FUCOM-MARCOS Model for Evaluation
of Human Resources in a Transport Company. Logistics, 4(1), 4. doi: 10.3390/logistics4010004
Stevic, Z., Ersoy, N., Basar, E.E. and Baydas, M. (2024). Addressing the Global Logistics Perfor-
mance Index Rankings with Methodological Insights and an Innovative Decision Support Frame-
work. Applied Sciences, 14(22), 10334. doi: 10.3390/app142210334

Taherdoost, H. (2023). Analysis of Simple Additive Weighting Method (SAW) as a MultiAttribute
Decision-Making Technique: A Step-by-Step Guide. Journal of Management Science & Engineer-
ing Research, 6(1), 21-24. doi: 10.30564/jmser.v6i1.5400

Pehlivan, P., Aslan, A. I., David, S., and Bacalum, S. (2024). Determination of Logistics Perfor-
mance of G20 Countries Using Quantitative Decision-Making Techniques. Sustainability, 16(5),
1852. doi: 10.3390/sul6051852

Ulutag, A. and Karakoy, C. (2021). Evaluation of LPI Values of Transition Economies Countries
With a Grey MCDM Model. In B. Christiansen, T. Skrinjari¢ (Eds.), Handbook of Research on
Applied AT for International Business and Marketing Applications (499-511). IGI Global Scientific
Publishing. doi: 10.4018/978-1-7998-5077-9.ch024

Trung, D. D. (2022). Multi-criteria decision making under the MARCOS method and the weight-
ing methods: applied to milling, grinding and turning processes. Manufacturing Review, 9. doi:
10.1051 /mfreview /2022003

The World Bank - Logistics Performance Index (2023) The Logistics Performance Index and
Its Indicators. The World Bank. url: https://Ipi.worldbank.org/international/global [Accessed
25/5/2025]


https://doi.org/10.1007/978-3-319-91648-4_1
http://dx.doi.org/10.5755/j01.ee.22.2.310
https://doi.org/10.1016/j.omega.2015.12.001
https://doi.org/10.1016/j.omega.2015.12.001
https://doi.org/10.1080/03155986.2024.2309420
https://doi.org/10.3390/math8030457
https://doi.org/10.1016/j.ecolind.2023.111396
https://doi.org/10.3390/logistics4010004
https://doi.org/10.3390/app142210334
https://doi.org/10.30564/jmser.v6i1.5400
https://doi.org/10.3390/su16051852
https://doi.org/10.4018/978-1-7998-5077-9.ch024
https://doi.org/10.1051/mfreview/2022003
https://doi.org/10.1051/mfreview/2022003
https://lpi.worldbank.org/international/global

Croatian Operational Research Review 111
CRORR 17:1(2026), 111-123

A hybrid approach to approximate the Pareto front of the MOST
problem

Asma Boumesbah!'* and Mohamed El-Amine Chergui!

Y Faculty of Mathematics, University of Science and Technology Houari Boumediene, RECITS
Laboratory, BP 32, El Alia, Bab Ezzouar, Algiers, Algeria.
E-mail: ({aboumesbah,mchergui}@usthb.dz)

Abstract. This study introduces a hybrid NSGA-II algorithm with Multi-VNS for approximating the
Pareto front of the multi-objective spanning tree (MOST) problem, building on recent approaches
that have adapted NSGA-II combined with local search heuristics. By exploiting the property that
a spanning tree is acyclic and that the addition of an edge generates a unique cycle, our mutation
operator adds edges to a given spanning tree 1" of a connected graph G, thereby reducing the size of the
MOST problem. By applying the exact mutation operator with low probability, this reduced problem
is solved, producing a set of mutant solutions. The NSGA-II selection operator then approximates
the Pareto front, which is further refined by a Multi-VNS metaheuristic to balance diversification
and intensification. Comparative experiments with both exact and approximate methods demonstrate
promising results.
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1. Introduction

Multi-objective optimization problems aim to identify efficient solutions that consider multiple,
often conflicting objectives. One prominent example is the Multi-Objective minimum Spanning
Tree (MOST), which is applied in various systems like communication networks, electric power
systems, drainage systems, physical systems design, reducing data storage, cluster analysis.
The authors in [17] applied a MOST approach under uncertainty conditions to optimize the
distribution of petroleum products.

Several studies highlight the effectiveness of evolutionary and hybrid metaheuristics in ap-
proximating Pareto fronts for complex multi-objective problems. For example, [4] shows how
advanced evolutionary algorithms can capture trade-offs among conflicting objectives using
real-world data, underscoring the relevance of hybrid strategies for the MOST problem.

The MOST problem is well known to be NP-hard [5], making exact methods impractical for
large instances. Consequently, approximate methods have been developed to produce a Pareto
front that closely approximates the exact front for the MOST problem, providing feasible solu-
tions within reasonable time frames.

We consider an undirected connected graph where each edge has an associated cost-vector of
dimension r > 2. A cost-vector Z of dimension r dominates another cost-vector W of the same
dimension, if Z is at least as good as W in all dimensions and they are not equal. In this case,
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a spanning tree T of G is Pareto optimal if its vector weight is not dominated by any vector
weight of another spanning tree of G. The image of the Pareto optimal set forms the Pareto
front set.

The main objective of this paper is to present a method for generating non-dominated points
for the MOST problem that can effectively approximate the Pareto front set. The proposed al-
gorithm, which combines the strengths of NSGA-II and "Variable Neighborhood Search" (VNS)
[15], is referred to as the HMOST-Algorithm. The algorithm utilizes a two-point crossover op-
erator and a k — opt procedure as a mutation operator with a low probability. Subsequently, the
VNS algorithm is used to refine a subset of points on the Pareto front generated by NSGA-II.
Computational experiments demonstrate that the HMOST-Algorithm outperformes previous
methods in terms of speed, scalability in solving instances with complete graphs of more than
200 nodes, and its ability to discover both supported and non-supported spanning trees.

The rest of the paper is organized as follows. Section 1 provides the basic concepts and
notations used throughout this work. The procedures of the proposed HMOST-Algorithm are
reported in Section 2. Section 3 reports numerical experimentation performed on instances
described in [20] and other randomly generated instances. Finally, Section 4 concludes the
study.

2. Background concepts

Consider a simple connected and undirected graph G = (V, E) of order n, V' = {vy,v,...,v,} is
a set of vertices and E = {e1, ez, ..., e, } isaset of edges. Eachedgee; € F, withi € {1,...,m},
is valued by a cost-vector c(e;) = (cir), k € {1,...,7}, r> 2.

Example: Consider a connected undirected graph with 6 vertices and 13 edges, where each
edge is weighted according to three criteria. = The mathematical model associated with the

A (031) g

Figure 1. A connected graph.

MOST problem is expressed as follows:

Min Ck(m):Zcikwi7 ke{l,...,r}
i=1
T, =n—1,
(P) ; (1)
> owi<|S|-1, VS CV,S#0
e, €E(S)
x; € {0, 1}, vie{l,...,m},

where © = (2;)ie(1,....m}, ¥ = 1 if the edge e; € T, and x; = 0 otherwise. E(S) is the set of
edges of the subgraph induced by S, S C V.
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Let T' C E a spanning tree of G. The cost-vector of T"is given by Cx(T) = >_, cpcik, k€
{1,...,7}. We denote C(T') = (Ck(T))ke{l,..,,r}-

- The vector C(T') dominates another vector C(T") if Cy(T) < Cp(T”) for all k € {1,...,r},
and Cy,(T) < Ck,(T") for at least one index ko € {1,...,7}.

- T is efficient if there is no spanning tree 7" of G such that C(T”) dominates C(T).

- For any efficient spanning tree in the decision space, there is a corresponding non-dominated
point in the criteria space. However, multiple efficient spanning trees can correspond to the
same non-dominated point. The set of all efficient spanning trees is called the Pareto optimal
set and the corresponding set of non-dominated points is called the Pareto front set. Let T the
following set of edges: T = {e € E : e ¢ T}. For each edge e belonging to T, the set of edges
T U {e} contains a unique cycle p. and the set B = {j.,e € T} constitutes a cycle-basis of the
graph G.

3. Related work

The multi-objective spanning tree problem has attracted much interest due to its practical ap-
plications in various fields. Researchers have developed numerous algorithms and heuristics to
tackle this problem, ranging from exact methods like branch-and-bound and dynamic program-
ming to approximate approaches such as genetic algorithms and multi-objective evolutionary
algorithms. The challenge lies in balancing the trade-offs between different objectives to find a
set of Pareto-optimal solutions that provide decision-makers with a range of trade-off choices.
Furthermore, the complexity of the problem increases with the size of the graph and the number
of objectives, making it a rich area for ongoing research and development.

In [22], an adaptation of the Genetic Algorithm (GA) is developed for the bi-objective min-
imum spanning tree problem using Priifer number encoding [12], along with an early version of
the Non-dominated Sorting Genetic Algorithm (NSGA) for giving out Pareto optimal spanning
trees as closely as possible to the ideal point. To evaluate the performance of their adapted
GA, the authors also proposed an algorithm intended to enumerate all Pareto-optimal span-
ning trees. However, [16] points out that this enumeration algorithm is incorrect and criticize
it for failing to accurately compute the non-dominated solutions. They propose corrections and
improvements, including a new enumeration method and an enhanced non-generational genetic
algorithm for the MOST problem using a novel crossover operator (Dislocation Crossover) and
a niche evolution strategy.

In [14] a novel genetic algorithm for the MOST problem is proposed while preserving the

topoligical propreties of the graph. We note that algorithms [14, 16] have been tested on small
graphs with two and three criteria. A particle swarm algorithm to solve problems with more
than two objectives is presented in [13], but no experimental results are provided.
The authors in [8] introduce a Knowledge-based Evolutionary Algorithm (KEA), which demon-
strates superior performance compared to the "Non-Sorting Genetic Algorithm" (NSGA-II) [9]
algorithm in terms of both spread and the number of solutions identified. They initialize the
population by leveraging extreme points to create an elite set of parents. Subsequently, the
algorithm employs knowledge-based mutation exclusively to explore and uncover the remaining
solutions on the Pareto front. A marking scheme is suggested to mitigate the reproduction of
identical solutions and avoid dominated regions within the search space.

The study in [19] explores how local search techniques can enhance the overall effectiveness
of NSGA-II for tackling the MOST problem, yet it lacks a comparative analysis against other
existing methods in the literature. The authors evaluated the performance of three general-
purpose local searches (Pareto Local Search, Tabu Search and Path Relinking) adapted to
the multi-objective approach. Experimental results particularly with two and three objective
functions, show that incorporating Pareto Local Search (PLS) in NSGA-II (NSGA-II+PLS)
provides better performance.
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To the best of our knowledge, these last two methods described above represent the most
recent approximate approaches capable of handling more than two criteria and finding supported
and non-supported Pareto solutions for large instances. This strongly motivated us to use them
as references in our comparative study.

The survey presented in [11] reports the outcomes of a computational experiment featuring

complete and grid graphs. It analyses the distinctive characteristics of each algorithm and
evaluates the computational resources required to solve the instances.
Several exact methods have been proposed to solve the MOST problem. One such method,
proposed in [3], generates all non-dominated points for problems involving at least two criteria.
This branch-and-bound algorithm involves two main steps: (1) separating edges shared by at
least two cycles, which allows the formulation of constraints as linear equalities, and (2) adding
sub-cycle elimination inequalities to prevent cycles. Each branch of the search tree generates
a multi-objective linear program with binary variables (M OLBP), representing the MOST
problem at that branch.

The method in [6] targets only the supported solutions of the MOST problem. It begins by
finding a lexicographical solution, then uses a neighborhood search starting from this optimal
solution to identify the remaining supported spanning trees and their associated indifference
regions. The study in [1] proposes a two-phase algorithm for the bi-objective minimum span-
ning tree problem. The first phase identifies extreme supported efficient solutions by combining
mathematical programming with algorithmic techniques. The second phase identifies the re-
maining efficient solutions through a recursive edge interchange process, utilizing ascending
non-zero reduced costs from weighted linear programs.

The method in [18] redefines the MOST problem as a One-to-One Multi-Objective Shortest
Path (MOSP) problem, represented by a transition graph. The graph size is reduced using cost-
based pruning criteria, and the Implicit Graph Multi-Objective Dijkstra algorithm is applied
to solve the optimized MOSP instance, leveraging recent algorithmic advancements.

4. Description of the proposed method

One of the main reasons why population-based metaheuristics are favored over trajectory-
based metaheuristics in multi-objective optimization is that they work with multiple solutions
simultaneously, unlike traditional approaches that focus on a single solution. To address this
disparity, we propose using the front obtained during the NSGA-II search process as the initial
population for the VNS metaheuristic. The motivation for the hybrid algorithm is to combine
the strengths of both methods to improve optimization performance.

Given the known convergence properties and limitations of NSGA-II, integrating the exact
mutation operator, as well as the Multi-VNS framework, enhances the search dynamics. Specif-
ically, this hybridization increases the algorithm’s ability to improve the density of solutions
along the obtained front and promotes more effective convergence toward the Pareto front. By
combining these algorithms, the hybrid approach achieves a balance between exploration and
exploitation, increases convergence speed, and improves the overall quality of solutions.

The proposed algorithm is outlined in the following procedures, describing the distinct steps
of our algorithm, called the HMOST-Algorithm.

4.1. Encoding scheme

Initially, each edge in the graph G = (V, E) consisting of n vertices and m edges, is assigned a
unique identifier or number. The direct encoding of a chromosome is a set of n — 1 dimension,
wherein each element represents the associated number of an edge in the corresponding spanning
tree. Priifer coding is an encoding method using a sequence of n — 2 natural numbers for a
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spanning tree as proposed in [22]. The authors in [16], point out that the direct encoding is
better and more efficient than Purfer-based encoding.

4.2. Starting population

The initial population, comprising s spanning trees, is generated through:

1- The optimal spanning trees corresponding to each criterion,

2- Random generation with weighted-sum method,

3- Applying Kruskal’s algorithm by randomly selecting edges of the graph G.

It is worth noting that the first two procedures exclusively produce supported solutions,
contrasting with the third, which specifically seeks non-supported solutions. Furthermore, this
approach consistently ensures the attainment of feasible solutions and a well-suited equilibrium
between individual quality and diversity.

4.3. Crossover operator

The reproduction process involves combining two individuals through the crossover operator.
This is achieved by randomly generating a number, denoted as p, within the interval [0,1].
Crossover occurs only if p < 0.80. In such instances, two-point crossover is employed:

Al, A2 A3

Al, A4 A3
Parent T1 —f———f— Child T3 ———4—
Parent T2 —f—— Child T4 —f——4—

Bl B2 B3 Bl B4 B3

Figure 2: 2-point crossover.

Two cut-points are randomly generated. The obtained offspring chromosomes do not corre-
spond necessarily to spanning trees. To overcome this infeasibility, procedures of rearrangement
of edges are introduced.

The two-point crossover is explained as follows, based on Figure 2:
Select edges of A4 in ascending order of the sums of costs in the set: T2U E'\ (A1U A3). Those
of B4 are chosen in ascending order of the sums of costs in the set: T1U E \ (B1 U B3).

4.4. Diversified mutation operator

The mutation is achieved as in the biological evolutionary process; its priority aim is to generate
better solutions in the sense of dominance. The diversity aspect is still present even in the case of
non-improvement. The mutation operator is applied to the offsprings of the current population
with a low predetermined probability pm = 0.20. The task involves creating a partial graph H
from an offspring T by adding k edges from E'\ T, k € {1,2,3}. Hence, H contains k cycles.
We then consider the subgraph L of H formed by only these cycles. The process of generating
mutated offspring by adding k edges is called k-opt mutation.
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Figure 3: Illustration of 1-opt (left): one edge added to form a single cycle L; and 2-opt
(right): two edges added to form two cycles building the subgraph L. Red dashed edges are
candidates added during mutation.

Applying the 1-opt mutation, the subgraph L is reduced to an elementary cycle pu. If p
contains a dominated edge e, we obtain a spanning tree of L. This results in a spanning tree
T in H, T' = E(H) \ {e}, where E(H) is the edge set of H. When we apply 2-opt mutation
and 3-opt mutation, the subgraph L has a reduced dimension compared to the initial graph G.
In these cases, we use our exact method, as described in [3], to generate all spanning trees in
subgraph L corresponding to non-dominated points. As with 1-opt mutation, we reconstruct
all non-dominated points for the partial graph H by sequentially adding the edges of H \ L
for each non-dominated points found previously. Unlike the 1-opt mutation, which is executed
with high probability, the 2-opt mutation and 3-opt mutation are executed with low probability
to minimize execution time.

Compared to standard heuristic mutations, this exact mutation operator ensures precision
and can yield higher-quality offspring. However, due to computational cost, 2-opt and 3-opt
are used less frequently.

Algorithm 1: k-opt Diversified Mutation

Spanning tree T', edge set I, parameter k the set of spanning trees 7° H <— TU random k edges from
E\T;

Identify subgraph L of H containing the k cycles;

k =1 Find dominated edge e in the cycle;

T' < E(H)\ {e}; Enumerate non-dominated trees in L using exact method;

non-dominated T, C L T <~ T, U (H \ L); the set of spanning trees T"

4.5. Dynamic selection operator

The selection operator starts by dividing the current population (with at least 2s individuals)
into dominance fronts. The first front consists of non-dominated individuals, and subsequent
fronts are formed by removing individuals from the previous front while maintaining non-
dominance. The new population is created by selecting individuals according to the dominance
order of the fronts. If additional individuals are needed to fill the population size s, individuals
from front F; (I > 2) are selected based on their "crowding" distance. If the first front is
sufficient to fill the population, the size remains dynamic, determined by the first front’s size.

4.6. Multi-VNS strategy

Using the set of spanning trees generated by the adapted NSGA-IT algorithm, labeled M ST,
and the set N D representing its non-dominated points, a Multi-VNS-based algorithm generates
neighboring solutions aimed at improving the set M ST in order to obtain the set NDgyrosT,
which contains non-dominated points for the HMOST-Algorithm. The NDgpros7 set is up-
dated according to the Pareto dominance relation, and the populations obtained do not nec-
essarily have the same size. The steps of the improvement by the Multi-VNS algorithm are
described as follows:
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- The set P(MST) is a subset of the efficient solutions constructed by the NSGA-IT algorithm,
randomly chosen and having a cardinality of 10.

- The set Ny, consists of neighborhood structures for & = 1,2,3. Given a spanning tree T' (where
T € P(MST)), k edges are randomly selected from E \ T and added to T'. Consequently, k
elementary cycles are created in the partial graph H, which is composed of the edges of T and
the k£ added edges.

Each neighbor of T, according to Ni, can be reached by changing exactly k edges, with each
edge belonging to a different elementary cycle of H.

Algorithm 2: Neighborhood Structure Ny

T: Spanning tree, E: Set of edges T': A neighbor of T

Randomly select k edges e1, ez, ..., e, from E\ T}

each selected edge e; Find the elementary cycle u(e;) in H =T U {eq, ..., ex};
Identify an edge f € T in the cycle p(e;);

Create T :=T\ {f} U{e:}; T"

Algorithm 3: Multi-VNS Procedure

P(MST): Set of spanning trees M ST, NDgyost: Sets of efficient spanning trees and associated
non-dominated points each solution 7" in P(MST) P(MST) := P(MST)\ {T};

a fixed number of iterations is not satisfied Randomly select a neighborhood structure Ny, with k =
1,2,3;

Generate a solution 7" using Ny;

C(T") dominates or equals C(T) T := T";

Update M ST and N D with respect to non-dominance; MST and NDgyost := ND

Algorithm 4: HMOST-Algorithm

G = (V,E): graph, C: cost-vector, s: population size, p: number of generations MST: efficient
spanning trees, N Dgnpost: non-dominated points Encoding scheme setup;
Generate starting population P;

Initialize generation counter iter := 0, Q := 0;

iter < p Apply crossover-repair operator on P, store offsprings in Q;

Apply diversified mutation operator to elements in Q; P := P U Q;

Apply dynamic selection operator using crowding distance to get next population L;
P:=L;

iter := iter + 1; Determine set ST(F'1) of trees in first front F'1 of P;

MST = ST(F1),

Extract P(MST) from MST;

Apply Multi-VNS to obtain M ST and NDgaosT;

MST and NDH]\/IOST

5. Computational experiments

The goal of this work is to show that the hybridization of the adapted NSGA-II metaheuristic
with an exact method used locally, coupled with Multi-VNS Strategy, is able to give a better
approximation of the Pareto front of the MOST problem than adapting a basic metaheuristic.

Parameter Settings: All experiments are conducted using MATLAB R2018a on a laptop with
an Intel Core i5 processor and 8 GB of RAM and run on connected graphs. The HMOST-
Algorithm uses the following parameters:
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Population size: s =100
Number of generations: p =150
Crossover rate: p=0.80
Mutation rate: pm = 0.20
Neighborhood structures in Multi-VNS: k£ =1,2,3
Stopping criterion (Multi-VNS): 20 iterations.

5.1. Comparison with the Pareto front

The first part of the experimental study is dedicated to the comparison between the Pareto
front approximated by our proposed method and the Pareto front of the problem instance. Let
NDpgpost be the set of non-dominated points produced by the HMOST-Algorithm, and let
a = %, where N D denotes the set of all non-dominated points. This ratio measures
how well the HMOST-Algorithm approximates the Pareto front.

5.1.1. Instances description and computational results

1- Benchmark instances [20]: the results presented in Table 1 show that our approximate ap-
proach, HMOST-Algorithm, is able to recover on average 81.83% of the globally non-dominated
solutions (i.e., those belonging to the Pareto front obtained by the exact method) in the three-
criteria case and 80.16% in the four-criteria case. Approximately 20% of the remaining solutions
are dominated.

Tests n m r=3 r=4
IND| |NDumost| a IND| |NDmmosr| o
b01 50 62 110 138 0.82 310 299 0.79
b05 50 100 712 946 0.80 923 1063 0.82
b07 75 94 340 377 0.83 402 410 0.80
b10 75 150 541 910 0.81 613 987 0.80
b13 100 | 125 101 120 0.84 304 412 0.81
bl4 100 | 125 87 103 0.81 283 318 0.79

Table 1: Comparison between Pareto front and HMOST-Algorithm for r = 3 and r = 4.

2- SPACYC-Based Instance Generator [21]: The benchmark instances used in this
study were kindly provided in the referenced article. We used 3 and 4 criteria with graphs
ranging from 5 to 14 nodes. For each n, graphs with m = n - d edges, where d € {5, 10, 15,20},
were generated. The cost vectors were independently drawn from a uniform distribution over
[0, 100].

Table 2 shows that HMOST-Algorithm identified 81, 7% of non-dominated points for 3
criteria and 81, 5% for 4 criteria in average.
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n r=3 r=4
IND] |N Dumosr| a IND| |N Damosr| e

5 16.65 18.30 0.83 29.30 38.03 0.83
6 42.90 58.08 0.89 118.60 124.44 0.84
7 92.10 112.00 0.81 269.65 285.62 0.83
8 135.15 160.71 0.80 661.60 622.67 0.79
9 256.80 245.56 0.82 1370.95 1404.47 0.81
10 458.20 508.10 0.82 3629.15 3283.79 0.86
11 549.10 601.12 0.81 5426.50 6971.32 0.85
12 910.05 920.96 0.81 | 10985.80 12437.51 0.79
13 | 1206.20 1034.67 0.80 | 14881.60 15509.83 0.80
14 | 1909.00 2102.32 0.78 | 24679.75 22368.53 0.75

Table 2: Comparison between exact Pareto front and HMOST-Algorithm for r =3 and r = 4.

3- Random instances: Graphs are generated using the Erd6s—Rényi model [10], where a
fixed number of vertices is defined and edges are added with a given probability p in which a
fixed number of vertices is specified and edges are added with a given probability p. The cost
vectors associated with the edges have dimensions 5 and 7, and their components are uniformly
distributed within the interval [—50, 100].

We can see that over 81% of non-dominated points have been found by the HMOST-
Algorithm. We considered it useful to conduct an experiment on randomly generated instances
in order to confirm the satisfactory results found previously, and indeed, the obtained results
in Table 3 show that HMOST-Algorithm manages to generate nearly 80% of non-dominated
points on average.

Tests | r | n m IND| INDunost| a

Testl | 5 | 20 | [46,55] | 74,80 307,20 0,81
Test2 | 5 | 30 [55,65] 930,30 980,50 0,79
Test3 | 5 | 50 [65,75] 1300,40 1612,06 0,77
Test4 | 5 | 100 | [125,130] 627,39 1031,02 0,82
Test5 | 5 | 300 | [325,340] | 1267,40 1560,46 0,78
Test6 | 5 | 400 | [425,440] | 3427,94 | 603648 | 0,80
Test7 | 7 7 21 342,10 485,00 0,80
Test8 | 7| 8 28 478,12 677,81 0,82

Table 3: Comparison between Pareto front and HMOST-Algorithm using random instances
with 5 and 7 criteria.

5.2. Comparison with approximate methods

Comparative studies with randomly generated instances of cost-vectors of dimensions two, three
and five, uniformly distributed in the interval [—50, 100] are carried out for the three algorithms.
The results are presented in Tables 5 and 6 respectively.

It should be noted that the number p of iterations is fixed as follows: 30 populations for the
adapted NSGA-II procedure, 20 for the Multi-VNS strategy applied to each solution 7' in
P(MST), and 50 for each of the KEA and (NSGA II+PLS) algorithms.
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Aspect HMOST KEA NSGA-IT + PLS
Chromosome encoding edge-set edge-set Priifer encoding
Extreme MSTs in the | yes yes yes

initial population

Crossover operator two-point crossover not used n-point crossover
Crossover probability 0.8 0 0.8

Mutation operator k-opt, kK = 1,2,3 | knowledge-based mu- | controller-random
solved by exact | tation mutation
multi-objective
method

Mutation probability <0.2 1 0.02

Hybridization strategy

NSGA-II + locally
exact method + VNS

NSGAGII + k-best

NSGA-II + Pareto
Local Search

Table 4: Comparison of algorithmic innovations in HMOST, KEA, and NSGA-II+PLS.

1 - Comparison using set coverage metric

This metric is used to compare two sets of potentially efficient solutions. The reference set,
denoted REF, represents the set of non-dominated points obtained by combining the solutions
from the two methods being compared.

The results are compared on average using the proportional measure to calculate the number
of obtained non-dominated points of a given method belonging to the REF set [7].

We denote by a; = (NDiN REF)/(REF) the proportion of solutions of the ND; set
belonging to REF set for i € {HMOST, KEA, NSGAPLS}, where NDgyost, NDixga and
NDnscapLs are the sets of non-dominated points obtained by HMOST, KEA-Algorithm and
(NSGA-II+PLS)-Algorithm), respectively.

For each problem instance, we compare the non-dominated points produced by the two

algorithms under evaluation.

Kn T |REF‘ |NDH]VIOST| aq INDKEAl Qa2
K80 | 3 | 1700,02 1453,25 0,88 989,05 0,25
K100 | 3 | 4428,27 4324,80 0,73 3843,50 0,28
K200 | 3 | 9238,91 7277,00 0,87 7986,24 0,31
K80 | 5| 3320,81 2878,10 0,86 2230,69 0,25
K100 | 5 | 8026,11 6695,08 0,83 4870,14 0,30
K200 | 5 | 10027,00 8783,60 0,87 6960,65 0,23

Table 5: Comparison between HMOST-Algorithm and KEA-Algorithm.

K, | r | |REF| | INDumosr| | a1 | [INDnsgarrs| | a3
K80 | 2 | 1528,43 1213,9 0,85 1001,31 0,32
K100 | 2 | 5034,13 4421,76 0,82 3843,50 0,29
K80 | 3 | 2616,77 2027,08 0,79 1109,65 0,38
K100 | 3 | 9123,45 7392,92 0,84 5769,23 0,31

Table 6: Comparison between HMOST-Algorithm and (NSGA-II + PLS)-Algorithm.

Each algorithm is executed ten times for all instances of the problem. Therefore, we have
found it useful to present in each row of Tables 5 and 6 the average results obtained across all
runs.

Notice that for all instances, the HMOST-Algorithm outperforms the KEA-Algorithm by
grabbing 84% and the (NSGA-II+PLS)-Algorithm by grabbing 83% from the set REF'. Hence,
it determines a greater number of solutions in the REF set compared to the KEA and (NSGA-
IT+PLS) Algorithms whose contributions are only 27% and 32% respectively.
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2 - Comparison using two performance metrics
To evaluate the quality of the approximated points, we rely on two widely used indicators: the
Hypervolume (HV') and the Inverted Generational Distance (IGD).

Hypervolume (HV) [23]: measures the volume of the objective space dominated by the ap-
proximated front with respect to a reference point Zyer (commonly Z,of = {O}k for k objectives).
It reflects both convergence to the Pareto front and solution diversity. A higher HV indicates
better performance.

Inverted Generational Distance (IGD) [7]: quantifies the average distance from each point
in the Pareto front N D to its nearest solution in the approximated set A. Defined as:

1/2
IGD(ND, A) = <|N1D| > d§> . (2)

seND

where d; is the Euclidean distance between s € ND and its closest point in A. Lower IGD
values indicate better convergence.

a - Comparison with the Pareto front

Instance Hypervolume (HV') IGD
KEA  NSGA-II+PLS HMOST | KEA NSGA-II+PLS HMOST
Test4 45037 43572 67001 0.42 0.55 0.23
Testd 108786 127659 138716 0.87 0.76 0.38
Test6 442700 413215 603604 1.25 1.32 0.60

Table 7: Comparison of algorithms on Hypervolume (HV ) and IGD indicators.

In order to assess the convergence of the obtained Pareto fronts of the three methods to
be compared towards the Pareto front, we computed the HV and IGD metrics values. The
obtained results are resumed in Table 7. It is obvious that the obtained values HV and IGD
of each instance using HMOST-Algorithm are better than those obtained by the other two
algorithms.

b - Comparison with reference set

Instance | r Hypervolume (HV) IGD
KEA NSGA-TI+PLS HMOST | KEA NSGA-II+PLS HMOST
K50 3 9.71 9.66 9.87 0.74 1.07 0.39
K100 3 39.02 40.75 41.78 2.73 2.18 0.69
K200 3 82.97 83.32 88.99 9.50 10.54 3.53
K50 4 | 5869.6 5596.8 7326.2 2.30 6.41 1.82
K100 4 | 86807.1 82412.5 93812.2 7.30 9.84 3.79
K200 4 | 85955.4 82399.7 98077.1 4.75 6.12 2.77

Table 8: Comparison of algorithms on HV and IGD indicators (values in 10° for HV ).

Table 8, for both 3-objective and 4-objective instances, HMOST-Algorithmachieves the best

performance in the majority of the tested cases. These results demonstrate the strong ability
of HMOST-Algorithm to generate high-quality Pareto fronts with both better convergence and
distribution, especially as the problem size and number of objectives increase.
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6. Conclusion

This study aimes to provide a comprehensive depiction of the Pareto front for the MOST prob-
lem. To address this, we introduced the HMOST-Algorithm, which operates in two distinct
phases. Initially, the hybrid approach combines the NSGA-II algorithm that uses locally an
exact mutation operator to obtain the first Pareto front. In the second phase, we apply the
Multi-VNS Strategy to improve a subset of the previous obtained solutions . By leveraging a spe-
cialized mutation operator together with the the Multi-VNS Strategy, the HMOST-Algorithm
becomes a flexible optimization framework capable to controlling both phases through prede-
fined probabilities.

A comparative study demonstrated that, on average, the proposed HMOST-Algorithm iden-
tifies nearly 81% of the non-dominated points. This confirms that the generated front closely
approximates the Pareto front. In addition to overcoming the inability of the exact method
to solve large instances, given the explosive complexity of the MOST problem, the proposed
algorithm also demonstrates excellent performance compared to the KEA and (NSGA-II+PLS)
algorithms in comparative studies on complete graphs with up to 200 nodes and cost-vectors
with dimensionalities between 2 and 7.

Considering the experimental results, the HMOST-Algorithm consistently achieves lower
IGD values, indicating stronger convergence toward the Pareto front. Additionally, it obtains
higher HV values, reflecting better diversity and distribution of solutions across the objective
space. This indicates that the Pareto front approximated by the HMOST-Algorithm is closer
to the Pareto front and exhibits broader coverage compared to those obtained by the two cited
algorithms, which, to the best of our knowledge, are the most recent available methods. How-
ever, while the algorithm performs well on graphs of up to 200 nodes, the computational cost of
the exact k-opt mutation and Multi-VNS steps could become a bottleneck for very large-scale
graphs (e.g., 1000+ nodes). Moreover, although KEA and NSGA-II+PLS are relevant bench-
marks, additional recent multi-objective metaheuristics (e.g., NTGA2, theta-DEA, MOEAD)
were not included in this comparative analysis. To further enhance the HMOST-Algorithm’s
scalability, it is advisable to explore parallelization of the exact mutation and Multi-VNS proce-
dures. Additionally, investigating approximate k-opt variants or incorporating surrogate mod-
eling techniques can help reduce the computational burden associated with large neighborhood
structures.
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Abstract. Generalized Stochastic Petri Nets (GSPNs) are widely used in reliability analysis to model
and optimize the dependability of complex systems, enabling assessments of availability, failure proba-
bilities, and repair processes through stochastic timing. This study investigates a repairable redundant
retrial system incorporating warm and cold standbys and an unreliable repairer through a General-
ized Stochastic Petri Nets. The repairer experiences both active (during repair) and passive (idle)
breakdowns. Component and repairer lifetimes are exponentially distributed. A component that fails
undergoes immediate repair if the repairer is available; otherwise, it enters a retrial FCF'S orbit. A
Continuous Time Markov Chain (CTMC) derived from the GSPN model yields steady state prob-
abilities and availability. System reliability and time to first failure are then determined via Laplace
transforms. Numerical examples demonstrate the system reliability performance.
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1. Introduction

Reliability engineering focuses on designing and developing systems for consistent performance
throughout their operational life with minimal probability of failure. It encompasses various
methodologies, including failure analysis, risk assessment, and redundancy techniques, to ensure
systems meet their reliability targets. A K-out-of-n : G system is deemed successful if a
minimum of K units remain operational among the n components. These systems are frequently
employed in fault-tolerant designs, where the objective is to maintain system functionality
despite component failures. By incorporating redundancy, K-out-of-n systems help achieve
this goal.

Standby redundancy enhances system reliability by having backup components that can
seamlessly replace failed primary components. This redundancy is categorized as hot (backups
continuously active), warm (pre-configured backups with minimal activation delay), or cold
(inactive backups requiring manual initiation upon primary component failure). Hot standby
components share the same failure rate with primary components, standby mode, failure rate
of cold components is zero, while warm components failure rate is between the two. Readers
interested in the topic are encouraged to refer to Barlow and Proshan [3], Birolini [4], David
[20], Lai and Xie [17] and Kececioglu [15].

Our understanding of standby redundancy and K-out-of-n systems has been significantly
advanced through numerous studies exploring reliability analysis, system configurations, and
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maintenance strategies. For example, Srinivas et al. [21] studied the system reliability under
the (N,T) policy. The reliability of generalized repairable systems incorporating cold and
warm components in standby are explored by Wang and Loman [24] and Ke and Wang [13]
respectively. Yuan [25] examined availability and reliability in systems with multiple vacations.
Other studies, such as, Amari [1] and Levitin and Amari [18], focused on reliability algorithms
and failure time distributions for systems incorporating shared units in standby. Systems with
retrial phenomena have been explored by Ke et al. [14] and Kuo et al. [16]. Bounds for
reliabilities under probabilistic constraints are derived by Unuvar et al. [22]. In [12] a warm
standby system is studied using the semi Markov process and regenerative point technique.

Generalized Stochastic Petri Nets (GSPNs) are bipartite graphs having the power to model
complicated systems. They also describe and analyze stochastic concurrent systems with syn-
chronization properties. They extend the capabilities of the classical Petri nets by using proba-
bilities to represent the timing of events in complex systems. Graphically, a GSPN consists of
places (circles), tokens (black dots or numbers), and transitions. Transitions are of two types:
immediate transitions (thin bars), which fire instantaneously, and timed transitions (rectan-
gles), which have an exponentially distributed duration. Arcs connect transitions and places,
indicating the circulation of tokens. Transitions are prevented from firing by inhibitor arcs.
Timed transitions lead to tangible markings, while immediate transitions result in vanishing
markings. A reachability graph shows all possible states (markings) of a GSPN, with nodes
representing markings and edges representing transition firings. A CTMC' is isomorphic to
GSPN tangible reachability graph. A GSPN has a steady-state probability distribution if its
initial marking represents a home state (the system can return to it from any other marking)
and it is bounded (has finite tokens in each place). GSPNs are successfully used to model man-
ufacturing systems [2, 23|, computer science [6, 8, 28], business processes [5], queuing systems
[7, 9, 10], and wireless networks [26, 27]. Besides these applications, GSPNs are also widely
used in reliability analysis of systems, providing powerful tools for modeling and evaluating
system performance and dependability [30, 27, 11, 29|

The aim of our work is to examine a retrial K-out-of-n:G system incorporating warm and
cold components in standby with an unreliable repairer using a Generalized Stochastic Petri
Net.

The following is the paper’s structure: Section 2 describes the K-out-of-n system incorpo-
rating warm and cold standbys and an unreliable repairer and presents the proposed GSPN
model. Section 3 delves into both steady-state and transient analysis, deriving key reliability
indices system availability, reliability function, and the mean time to first failure (MTTF).
Section 4 concludes with comprehensive illustrative examples that examine the influence of
system variables on the reliability indices.

2. Model Description

We investigate a retrial K-out-of-n : G system, composed of M uniform primary operational
components, supported by W warm and C cold components in standby. The system operates
as long as at least K components (out of the total M + W + C') are in operational mode (either
actively operating or available in standby). The system units are prone to failure, and any
failed component is repairable. Upon failure of a primary operating component, immediate
replacement occurs using an available warm standby component, if one exists; otherwise, a cold
standby component is activated as the new primary component. Similarly, if a warm standby
component fails while it is on standby, it will be replaced immediately by an available cold
component. Repairer failures can occur during active repair periods (active breakdowns) and
during periods of inactivity (passive breakdowns). Upon failure, a component joins an FCFS
orbit for a random duration if the repairer is either undergoing repair or busy.
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We assume that:

e Failures of primary and warm units are characterized by Poisson processes, with rates n
and « (n > « > 0) respectively,

e Upon failure, a unit is immediately repaired if the repairer is available.An exponential
distribution with mean i governs the repair times of all components,

e The repairer is subject to Poisson failures with rate § when busy and 6 when idle. The
repairer recovery time is characterized by an exponential distribution with parameter o,

e If the repairer is unavailable (busy or under repair), failed components join an FCFS
orbit. Subsequently, the repairer selects the next component from the orbit for service,

with the selection time following an exponential distribution with mean %7

e All stochastic processes are assumed to be independent.

2.1. Practical example

Underground mining operations generate significant amounts of toxic and dangerous gases,
which not only have harmful effects on the personal safety and health of employees, but also force
severe halts to mining activities. The mine must have complete and autonomous ventilation
equipment, or mine ventilators, to provide adequate fresh air underground and to diffuse and
remove dangerous and poisonous gases. Assume that this ventilation system has M working
mine ventilators, W warm standby ventilators, and C' cold standby ventilators. At least K
ventilators must be operational to ensure the purity of underground air. f M + W4+ C - K +1
mine ventilators fail, the ventilation system fails. We assume that all mine ventilators are new
at time t = 0. Operating and warm mine ventilators fail independently of each other. An
available warm ventilator (or an available cold one) replaces a failed operating mine ventilator
(or a failed warm one). When a failed mine ventilator finds the repairer available, it is repaired
immediately and restored to perfect condition. Mine ventilators may experience breakdowns
during either the repair service period or idle periods due to malfunctions or lifetime limitations
and need to be repaired. Upon failure, a component is placed in a buffer (referred to as an
orbit) and waits there if the repairer is busy or out of order. Once available, the repairer selects
one of the failed mine ventilators from the orbit queue, if any are present. Consequently, a
ventilation safety system with an unreliable repairer can be modeled as a retrial repairable
system incorporating warm and cold standby components and an unreliable repairer.

2.2. GSPN description

Figure 1 depicts the GSPN model of our retrial K-out-of-n system, incorporating warm and
cold standbys and an unreliable repairer. The Places of the GSPN are defined as the following:

e Primary operating components, Warm standby components and cold standby components
are represented by places Py, Py and P with an initial marking of M, W and C
receptively,

e Place S indicates whether a failed component, either newly failed or selected from the
orbit, is ready for repair,

e The orbit is represented by place Orbit,
e Components under repair are represented by place Rep,
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Orbit

K- out - of -M + W + C system

Figure 1. GSPN model for the retrial K-out-of-n : G system incorporating warm and cold
standbys and a single unreliable repairer

o Failed repairer is represented by place Pr. .. This place signifies that the repairer is
unavailable due to a failure,

e Free repairer is represented by place Pr. This place indicates that the repairer is opera-
tional and ready to address component failures,

e Number of failed components: represented by place Pr,(L =M + W + C — K + 1). This
place tracks the current number of components requiring repair.

Thus, the GSPN starts with an initial marking My, which is:
MO(#P]W’ #PW7 #PCa #PL7 #O’/‘blt, #PR7 #Sa #Repa #Pfail) = MO(M7 W Ca L7 07 1a 0) 07 0)7

where # refers to the marking of a place p.

The failure of a primary or a warm component is modeled by the firing of transitions ¢, and
t, with rates # Py and # Py« respectively. The arrival of a selected component from the
orbit is characterized by the firing of transition ¢, with rate . The end of the repair period
is represented by the firing of transition ¢, with rate y. Active and passive breakdowns of the
repairer are represented by the firing of transitions ts5 and tg with rates 6 and 6 respectively.
The recovery period for the failed repairer is characterized by the firing of transition ¢, with
rate o. Transition ¢ g, fires when place S contains one token (indicating a component ready for
repair) and the repairer is available (Pr has a token). Transition tp (indicates that the failed
component is placed in orbit) fires if the repairer is under repair or busy. Transition ty, fires if
Py has fewer tokens than M (replacing a failed primary component with a warm component).
Transition T¢ fires if Py has fewer tokens than W (replacing a failed warm component with a
cold component). The place P, tracks failed components, and when L components fail (resulting
in Py, having 0 tokens), transitions t,, and ¢, are disabled, indicating the retrial K-out-of-n : G
system incorporating warm and cold standbys and an unreliable repairer failure.

The set of places, transitions, and inhibitor arcs that define the structure and behavior of
the Petri net model are formally presented in Tables 1, 2, and 3.
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’ Place \ Description

Py Represents primary operating components, initialized with M tokens.
Py Represents warm standby components, initialized with W tokens.

Pc Represents cold standby components, initialized with C' tokens.

S Indicates whether a failed component (newly failed or selected from the

orbit) is ready for repair.
Orbit | Represents the orbit where failed components wait to be selected for
repair.

Rep Represents components currently under repair.
Pr fqi | Signifies the failed state of the repairer (i.e., the repairer is unavailable
due to failure).
Pr Indicates a free and operational repairer ready to address component
failures.
Py, Tracks the number of failed components; L =M +W 4+ C — K + 1.

Table 1: Description of Places in the GSPN Model

From Place | To Transition (Immediate) | Role of the Inhibitor Arc ‘
Py tw Prevents the firing of ¢ty when # Py = M
Py to Prevents the firing of t¢ when #Py =W
Pgr to Prevents the firing of tp when #Pr =1

Table 2: Inhibitor arcs and their roles (transition-focused)

Transition ‘ Type Description Firing time/rate

Ly Timed Failure of a primary component Rate: # Py

ta Timed Failure of a warm standby component Rate: #Pwa

ty Timed Selected component arrival from orbit Rate: «

ty Timed Completion of repair process Rate: p

ts Timed Active breakdown of the repairer Rate: §

to Timed Passive breakdown of the repairer Rate: 0

to Timed Recovery of failed repairer Rate: o
tRep Immediate Repair begins if the component is ready and the re- Fires if #S =1 and #Pr =1

pairer is free

to Immediate Failed component routed to orbit Fires if #Pp.fait =1 or #Pr =0
tw Immediate Warm component replaces failed primary component Fires if #Py < M

to Immediate Cold component replaces failed warm component Fires if #Py < W

Table 3: GSPN Transition Descriptions and Semantics

3. Stochastic analysis

The goal of this section is to evaluate the steady-state and transient behavior of the retrial
K-out-of-M + W + C system incorporating warm and cold standbys and a single unreliable
repairer and derive the main reliability indices including steady-state availability, reliability
function and MTTF.

At time t, the marking of the system is characterized by three token counts: F(t) in place
Rep, O(t) in Orbit, and B(t) in Pg fqy. The GSPN behavior is captured by the Markovian
marking process {X (¢),t > 0} = {(F(¢),0(¢t), B(t)),t > 0}, defined on the state space E =
{(i,4,n) : 0<i<1,0<j<L-1,0<n<1}U(0,L,0),(0,L,1), with state-transition rate
diagram depicted in Figure 2.
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Figure 2: State-transition diagram of the K-out-of-n; G retrial system incorporating warm and
cold standbys and an unreliable repairer

To clarify the structure of the state space and the system’s dynamic behavior, we present a
small-scale example with parameters M =2, W =1, C' =1, and K = 3, along with its corre-
sponding reachability graph and associated C'T'M C', shown in Figures 3a and 3b, respectively

[M2(0, 0, Df————+{M.(0, 1, D
[Mo(0,0,0)] [Ms0,1,0)| [Ms(0,2,0)]
[M.(,0,0) N
ts ty Meg(1,1,0)
M;3(1,0,1) 101 to
(a) Reachability graph for the GSPN model (b) CTMC representation derived from the
with M =2, W=1,C=1, and K =3 reachability graph in Figure 3a

Figure 3: (a) Reachability graph and (b) its corresponding CTMC for the GSPN model with
M=2 W=1,C=1, and K = 3.

The transition rate matrix @ of the marking process, of order 4L +2x4L+2, is a tridiagonal
block matrix given as follows:

By Cy
A By Cy
Q = . . . ’
A By Cr1
Ap B AL42XAL+2
where
—(no +0) Mo ¢ 0
By = po —(m+ptd) 0 0
o 0 —(m + o) 0 ’
0 o 0 —(m +0)
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—(Mmj+0+~) -m; 0 0
—(u+6) 0 6 . —(0+ 0
Bj: IZ ('uO >—0' 0|’ j=0,1,...,L -1, BL:|: (0' ,Y) _0':|7
0 o 0 —0o
0700
o000 ~fo~o00
A=1loooo|" AL‘{OOOJ’
0000
0 0 0 0 0 0
i+ 0 0 0 . _ _ 0 0
C; = 0 0 0 7j=0,1,...,L—2and Cp_; = 001
0 077j+10 0 0

Given j failed units, the system instantaneous failure intensity n; is as follows:

Mn+ Wa, jefo,C—1],
(M+W+C —jn, jeW+C,L-1].

3.1. Steady-State Distribution

The GSPN model depicted in Figure 1 admits a steady-state probability distribution because
its initial marking represents a home state and it is bounded. Let P = (P, Py, ..., Pr_1, Pr) be
the stationary probabilities vector where P; = (Py 0, P10, Fo1,P11) (7 =0,1,...,L —1)
and Pr, = (Po 1,0, Po,1,1). The vector P satisfies the following matrix equations:

PyBy + P A = Qy, (1)
Pj_le_1+Pij+Pj+1A:(O)4, j=12,...,L—1, (2)
Pr_1Cr_1 + PBr, = 0y, (3)

where Q4 = (0,0,0,0) and Oy = (0,0).
We summarize the steady-state distribution P;(j = 1,2,..., L), for the model in the follow-
ing theorem:

Theorem 1. For a retrial K-out-of-M + W + C : G system incorporating warm and cold
standbys and an unreliable repairer with state space E, the steady-state probabilities Pj, (j =
1,2,...,L) are as follows

Py = Py 0,070, (4)
R ! (5)
0,0,0 = —
ro((Is + Zﬁzl [T, 2y Ri)es + Rres))
j—1
Pj:POHRi7j:1’2?""L7 (6)
i=0
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and
P, =P,_1R; (7)
where R, = —Cy(Bny1 + Rpy1A4)71, Ry = —CL,lBgl, Iy is the identity matrix,
1
ey = ! €4 = ! and ro = (1,  —fm 0 §__(Mo 4 _fm__y)
271 M O T umto) tnto)’ (mto) Vi " plmto) /)
1

Proof. Using equations (1)-(3) together with Z]L;Ol P,eq + Pres = 1, the result is derived
through straightforward calculations and substitutions. O

Let A, denote the steady-state availability, representing the steady-state probability of
system operability. Hence, we have

Aw=1—(Pirc10+Pi-11+Poro+Pori)=1—Pr_

-p m C®

= O = O

3.2. Reliability function

In this section, under the condition that at time ¢ = 0 all system components are operational
and new, our objective is to determine the system reliability R(¢) and the time to first failure
MTTF. In order to achieve this, we modify the model by making the failure states (0, L, 1),
(0,L,0), (1,L—1,0) and (1, L — 1,1) absorbing states (i.e., removing all transitions from these
states to functioning states). This results in a new CTMC {X(t),t > 0}, with state space
E=1{(i,5,n),0<i<1,,0<j<L—-20<n<1}U{(0,L,1)}. Its generator matrix Q of
order 4L +1 x 4L + 1 is defined by:

By Cy
A By (4
B A B2 CQ
Q= L ;
A By, Cp
0 4L+1x4L+1
where
—(Mp—14+0+7) —nz—1 6 0 0
~ 0 0 00 ~ 0
BL,1 = o 0 —s0l and CL = NL_1
0 0 00 0

The state-transition diagram of {X (), > 0} is shown in Figure 4. )

Let P(t) = (Po(t), Pi(t), ..., Pr_1(t), Pr(t)) be the state probability vector of {X (¢),t > 0},
where Pj(t) = (PO,j,O(t)7Pl,j,O(t)ypo,j,l(t)vPl,j,1<t)) (j = 07 17 N 7L — 1) and PL = PO,L,I(t)-
The vector P(t) can be obtained by solving the differential matrix equation:

dP(t)

] ©)
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T
Figure 4: State-transition diagram of {X(t),t > 0}

together with P(t).e = 1, where e = (1,1,...,1)! is a unit vector with dimension 4L + 1

and W — (Lo AP0 gy dPa(t) AP g,

dt ? dt ) dt ’ dt
dt dPo,1,1(t)

de(t) {(dPo,j,o(t) dP; ;o(t) dPoj1(t) dPl,j,l(t)) S forj=0,1,....L—1,
dat

for j = L.

Applying the Laplace transform to both sides of equation (9), we get:

P*(s)(sI — Q) = P(0), (10)

where the initial row vector P(0) is given by P(0) = (1,0,0,0,0,...,0) and P*(s) = (P (s), P;'(s),
B 7P£_1(8), PE(S)) with P;(s) = (Pg,j,o(s)a Pl*,j,O(S)7P(ij,1(S)7 Pf:j,1(3)) (j=0,1,....,L = 1),
Pp=Popa(s) and Py, (s) = o™ e 7Py ja(t) dt.

Solving equation (10) is a complex task that requires advanced computational techniques.
In this study, we leverage MATLAB software to facilitate the solution process. Specifically, by
applying the inverse Laplace transform to Py, 4(s), Py, ,(s) and Fy 1 ;(s), we obtain the
expression for P ;,_1,0(t), P1,p—1,1(t) and Py 1, 1(t), which gives the probability that the system
fails at or before time ¢, given that the repairer is occupied. The inverse Laplace transform is
computed numerically using the algorithm presented below:

Algorithm 1 Laplace Inverse Transform Computation of P  o(s), Py'1_41(s), and Py 1 1 (s)

. Construct the generator matrix Q.

. Compute ¢(s) = sI — Q.

. Calculate the matrix A(s) = [s] — Q]~! by matrix inversion.

: Determine the Laplace transform of state probabilities P*(s) = P(0) - A(s).

: Calculate the inverse Laplace transforms of Pf;  o(s), Py ;(s), and Py ,(s) using
the symbolic ilaplace function in MATLAB, to obtain the expressions for P; 1 0(t),
P17L_1,1(t), and PO,LJ(t).

U W N =

Let R(t) be the reliability function of the system, then R(t) is given by:

R(t)=1=Pip1,0(t) = Pr,r—11(t) — Po,La(t). (11)
To find the mean time to the first failure (MTTF) we use the following formula:

400
MTTF = R(t)dt. (12)
0
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4. Numerical example

In this section, we study the sensitivity of the system Availability A, reliability R(t) and the
mean time to the first failure MTTF with respect to system parameters. This analysis is based
on a base case with the following parameter values: =2, 7= 0.6, c =1, a« = 0.05, § = 0.8,
f=05andy=3, M =3 W=2,C=1, K=2. The resulting numerical values for A(co)
and R(t) are illustrated in figures 5-6 and 7-9, respectively.

Figures 5-9 illustrate that both A, and R(#) exhibit similar behavior with respect to all
parameters. Specifically, Ao, and R(t) increase as u, v, and o rise, while they decrease with

higher values of n and §. The impact of € is also evident in reducing A, though its effect on

R(t) remains negligible. However, the parameter « has little to no influence on either A, or
R(t).

oo mmpy = 1
o5 =@=pt = 2
o B =3

—-—p=4

0z 03 04 05 08 07 08 09

(a) Ass vs m for p (b) A vs m for v (c) Axs vs 1 for o

Figure b: Steady-state availability Ao, vs system parameters u, vy, and o.

(a) Ass vs 1 for 0 (b) As vs m for § (c) Ax vs 7 for a

Figure 6: Steady-state availability Ao, vs system parameters 6, §, and a.
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(a) R(t) vs « (b) R(t) vs (c) R(t) vs 0

Figure 7: Reliability function R(t) vs system parameters «, 1, and 0.
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Figure 8: Reliability function R(t) vs system parameters 0, p, and 7.
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Figure 9: Reliability function R(t) vs system parameter o.

Tables 4-9, show the impact of system parameters («, J, 8, p, v and o) on the Mean Time
to First Failure (MTTF) across various values of 7.

From Tables 4-9, we observe that when 7 increases MTTF decreases.

e MTTF versus a and 7: As « increases, MTTF consistently decreases for all values of
7. In other words, systems with higher o values are more susceptible to failure, particularly
when the system experiences higher arrival rates .

(n [ 0.1 0.2 0.6 0.8 1]

a=0.01| 140.1234 31.5767 5.1234 3.2098 2.4895
a=0.03 | 128.4567 30.2094 5.0672 3.1465 2.4672
o =0.05| 118.4785 28.9012 5.0128 3.0869 2.4451
o =0.07 | 110.3476 27.7215 4.9602 3.0293 2.4234
a=0.09 | 102.5963 26.5954 4.9085 2.9746 2.4020

Table 4: MTTF wversus o and n

e MTTF versus § and n: As J increases, the MTTF decreases across all values of . This
indicates that higher values of § result in a shorter mean time to first failure.

[ n | 01 0.2 0.6 0.8 1]

6=0.5| 111.5089 28.1384 4.4212 2.8441 2.0396
0=0.8 | 58.5872 18.5609 3.6766 2.4770 1.8323
0=1 39.4558  14.1038 3.2244 2.2372 1.6890
0=151| 30.0999 11.6221 2.9228 2.0688 1.5842
0=2 24.7013 10.0700 2.7082 1.9443 1.5042

Table 5: MTTF wversus 6 and n

e MTTF versus 0 and 7n: Similar to J, increasing # leads to a decrease in MTTF.
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7 [ o1 0.2 0.6 0.8 1

0=0.2|167.8474 38.1113 4.8983 3.0468 2.1423
0 =04 | 111.5089 28.1384 4.4212 2.8441 2.0396
f=0.6| 80.1144 22.0062 4.0379 2.6730 1.9502
0 =0.8| 62.2545 18.1904 3.7331 2.5294 1.8725
0= 51.2662  15.6842 3.4895 2.4087 1.8050

Table 6: MTTF versus 6 and n

e MTTF versus p and n: Increasing p, results in a noticeable increase in MTTF. Higher
1 values enhance system durability and reduce the probability of early failures. This effect is
consistent across all stress levels 7.

|

| 0.1 0.2 0.6 0.8 1]

33.3047  10.8693 2.4141 1.6881 1.2885
69.9236  19.0933 3.3649 2.2354 1.6440
111.5089 28.1384 4.4212 2.8441 2.0396
153.9382  37.3126 5.5455 3.4970 2.4656
194.8966 46.2035 6.7106 4.1810 2.9147

Table 7: MTTF wversus y and n

TTEE T TS
Il
T W N =

e MTTF versus v and 7n: Increasing ~ significantly boosts MTTF. The effect becomes
more significant as 7 increases.

|

| 0.1 0.2 0.6 0.8 1

111.5089 28.1384 4.4212 2.8441 2.0396
198.7491 35.8419 4.6921 2.9510 2.0892
307.7273  41.2081 4.8511 3.0153 2.1201
452.1257 45.2651 4.9574 3.0588 2.1414
655.2260 48.4745 5.0343 3.0904 2.1571

Table 8: MTTF versus v and n

D000
I
U W N =

e MTTF versus o and 7: As o increases, MTTF also increases. This effect holds at all
values of 7.

) [ 01 0.2 0.6 0.8 1]

oc=1 111.5089 28.1384 4.4212 2.8441 2.0396
oc=15| 1749496 38.6161 4.8138 2.9923 2.1063
o=2 195.1836 42.9104 5.0091 3.0707 2.1435
o =25 | 202.6555 44.9603 5.1208 3.1177 2.1667
o=3 205.9744 46.0936 5.1916 3.1485 2.1824

Table 9: MTTF versus o andn

4.1. Model Validation through Simulation

To support the analytical results, we conducted a simulation using TimeNET 5.0.1 and included
comparative plots of both the steady-state availability A, and the reliability function R(t) (see
Figures 10-11), which confirm the accuracy and consistency of the proposed model.
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--A_simulation
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(b) Ao vsn foru=4,n1=0.6,0 =1, a = 0.05,
6=0.8,0=05, andy=3 6=
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Figure 10: Analytical vs simulated steady-state availability Ao .
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Figure 11: Analytical vs simulated reliability function R(t).

Based on Figures 10-11, the numerical method consistently achieves higher values of R(t)
over time, indicating superior reliability performance across the operational period. It also yields
smoother reliability curves and higher asymptotic availability A(co), reflecting enhanced long-
term system dependability. Although simulation methods are advantageous for systems with
large state spaces due to their flexibility and computational efficiency, in this case, the numerical
approach proves more effective in preserving reliability and delivering robust performance.

5. Conclusion

This paper employed a GSPN-based model to assess the reliability and performance of a re-
trial K-out-of-n system that incorporates cold and warm standbys and an unreliable repairer.
A finite-state CTMC' is derived from the GSPN model. Then we determined the steady-
state availability by resolving the steady-state probability equations in matrix form. Using
the Laplace transform method, we obtained the main reliability indices in the transient state.
Numerical examples illustrated the sensitivity analysis of reliability indices regarding the pa-
rameters of the system. Future work will focus on extending the current model in several key
directions. First, we plan to explore Markov Regenerative Stochastic Petri Nets (MRSPNs) to
represent systems with general lifetime or repair time distributions. This framework relaxes
the exponential time assumption and is expected to yield more accurate evaluations of system
reliability and availability, particularly in complex redundant architectures. In addition, we aim
to address the commonly made assumption of statistical independence among failures, repairs,
and retrials. In many real-world systems, such events are interdependent—failure rates may
depend on workload, and repair durations may be correlated. Incorporating these dependen-
cies will enhance the model’s realism and applicability to practical scenarios. Finally, future
developments will consider weighted k-out-of-n systems, where certain components contribute
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more critically to overall system function. This extension will enable the model to better re-
flect scenarios in which components play unequal roles, providing a more nuanced and realistic
characterization of system behavior.
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Abstract. As global competition intensifies, most manufacturing companies strive to improve their
production methods to gain a competitive edge. One such advancement is the adoption of Flexible
Manufacturing Systems (FMS), which enable the efficient production of various products in specified
quantities with minimal lead times. These systems offer adaptability and efficiency, allowing manu-
facturers to leverage modern technologies to improve operational performance. However, evaluating
or selecting an appropriate FMS involves considering numerous conflicting criteria. To address this
complexity, Multi-criteria Decision Making (MCDM) methods are employed. This study conducts a
comparative evaluation of eight FMS alternatives using the Evaluation based on the Distance from the
Average Solution (EDAS) method, integrated with Shannon Entropy for objective weight determina-
tion. Key performance indicators, including production cost, system flexibility, energy efficiency, and
operational reliability, are used in the assessment. The Shannon Entropy method ensures unbiased,
data-driven weight assignment, while the EDAS method provides a robust framework for ranking al-
ternatives based on their deviation from an average solution. To test the robustness of the ranking, we
compared the ranking with other MCDM methods and also conducted a sensitivity analysis using equal
weighting criteria. We found that the first and last rankings remained unchanged when we changed
the criteria, although there were slight changes in the rankings of some alternatives. The findings
highlight the effectiveness of integrating EDAS with Shannon Entropy in selecting the best flexible
manufacturing systems, offering valuable insights for manufacturers and decision-makers.

Keywords: EDAS method, flexible manufacturing systems, multi-criteria decision making, normal-
ization, shannon’s entropy method
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1. Introduction

In the present time, due to increasing global competition, manufacturing companies need ad-
vanced production technologies such as computer-controlled machines, automatic material han-
dling systems, and FMS to quickly meet customer needs and gain a competitive advantage in
the global market. With the spread of advanced technology, FMS has attracted the attention of
many manufacturing companies, and many companies have switched to this system. The FMS
is composed of machine tools and/or robots linked by a transport network and controlled by a
central computer to move parts and/or tools as suggested in [17]. The term ‘flexible’ refers to
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the system’s ability to process different types of parts simultaneously at various workstations,
with the capability to easily adjust the mix of part types and production quantities in response
to changing demand. Potential benefits of using FMS include reducing stock levels, production
lead time, installation costs, and providing high flexibility and quality.

The FMSs are systems that can produce various products in the desired quantity in a short
time. Therefore, having FMS has become a necessity for many manufacturers. In addition,
since the installation of FMS requires a large investment, the selection of the most suitable FMS
requires comprehensive analysis and evaluation [5]. Therefore, to get the most benefit from the
system in the selection of FMS, a detailed criteria scan must be made, and the importance of
these criteria must be determined correctly. If some of these criteria conflict with each other,
measurement becomes difficult, and a balance must be established between these criteria when
considering the preferences of the decision-makers in the production enterprise. Since many
criteria are included in the selection phase of FMS, the MCDM method has been used many
times in the literature on FMS selection.

Some of the MCDM methods used for FMS selection in the literature are as follows. The
weight of the criteria can be calculated by the AHP method [4, 2]. Another axiomatic design
method is discussed in the literature [19], where the author used the Entropy method to deter-
mine the criterion weights, and they call preference ranking methods such as EVAMIX (Evalu-
ation of Mixed Data), COPRAS (Complex Proportional Assessment), ORESTE (Organization,
Rangement Et Synthese De Donnes Relationnelles), OCRA (Operational Competitiveness Rat-
ing), and EDAS in ranking the FMSs. The DEMATEL (Decision-Making Trial and Evaluation
Laboratory) method was used to find the relationship density between the criteria and calculate
the weight of the criteria. The DEMATEL method evaluated decisions about whether or not
to install FMS. Some study evaluated the flexible production systems by combining heuristic
fuzzy logic and multi-attribute group decision-making methods [13].

2. Literature review

The discipline of production management is relevant to this study. As the study [16] state that
the core components of field material handling systems include computer numerical control
machine tools, which are loaded and unloaded, along with automated material handling devices
by advanced industrial robots, computer-controlled storage and retrieval systems, and other
automated equipment. According to [6], FMS issues are divided into four categories: design,
planning, scheduling, and control. The right amount of each type of machine tool, the capacity
handling system of the material, and the buffer size are among the design issues with FMSs.
Planning issues in FMSs include choosing which parts to process at the same time, grouping
machine tools optimally, assigning operations to different components, and assigning pallets and
fixtures to different part types. Finding the ideal order for machine tools and components as
input sequences is one of the scheduling issues associated with FMSs. Monitoring the system to
make sure that requirements and deadlines are followed and that unreliability issues are taken
into account is known as FMS control problems [22, 6]. The design challenge is the main topic
of the study that is being suggested in this paper.

Prior research has concentrated on machine flexibility and routing, which affect several per-
formance metrics. Productivity enhancement, machine selection, number allotted, capacity,
buffer sizes, pallet allocations, material handling systems, jigs and fixtures allocations, FMS
planning, scheduling, optimization of limited resources, and FMS controls are among the issues
associated with FMSs [20]. The increasing complexity and competitiveness of global manufac-
turing systems have prompted researchers to adopt MCDM approaches for evaluating flexible
and sustainable production alternatives. Together, these studies demonstrate the adaptability
and effectiveness of MCDM methods across a variety of domains, including trade, cybersecurity,
sustainable manufacturing, and workforce development. Their collective insights support the
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use of MCDM—particularly integrated approaches like EDAS with Shannon Entropy—in the
comparative evaluation of FMS under complex and dynamic decision environments.

Based on the aforementioned investigations, researchers have identified several elements
that have a major influence on the performance of FMSs. The researchers include a variety of
topics, including the need for design modifications in the final product, cutting circumstances,
worker skill and adaptability, sequencing flexibility, routing flexibility, part sequencing, and
determining the maximum number of routes. MCDM techniques, such as Fuzzy COPRAS or
EDAS, have been used in several studies to assess the impact of compelling factors and vari-
ables on the performance of flexible manufacturing systems. Furthermore, to find the ideal
value of variables and improve the overall performance of flexible manufacturing systems, fur-
ther research has concentrated on optimization or simulation-based optimization techniques.
Statistical analysis is the main tool which are utilized by other researchers, such as [3], to
evaluate the impact of various variables and factors on FMS performance. By using a hybrid
framework that combines MCDM, Entropy, and EDAS simulation, the suggested framework
achieves all of these goals. The stated goals and possible capabilities are demonstrated by
applying this technique to an actual industrial case study.

This paper introduces a very elaborate framework of decision-making involving the vali-
dation and prioritizing of Flexible Manufacturing Systems by unearthing the EDAS procedure
with the Shannon Entropy technique to find objective weights. The Shannon Entropy ap-
proach generates a data-driven, step-by-step process by which it becomes possible to determine
the relative importance of criteria through the use of inherent information variability within
the data set. With the combination of EDAS, which assesses the alternatives based on positive
and negative distances to an average solution, the suggested methodology can provide a strong
framework to assess FMS that is transparent and objective. The main value of the current
work is the use of this hybrid method on real FMS data and proving its practical value and
its computational efficiency. The method will allow decision-makers to deal with multi-criteria
analysis where the economic and technical aspects of the projects conflict (e.g., labor cost,
quality improvement, floor area, capital cost). To show the robustness of the proposed EDAS
Entropy framework, we compared it with existing MCDM methods such as COPRAS and the
SWEI (Sum Weghted Exponential Information) MCDM methods. The similarity of orderings
of the methods proves the reliability and soundness of the suggested method. Some of the ma-
jor strengths are ease of implementation, lower computational complexities than pairwise-based
methods, objective weight assignment, and stability or high ranking, irrespective of the weight-
ing schemes employed. The above advantages turn the given approach into a useful instrument
to be used to address the issue of selecting FMS and other complicated decision-making tasks
in the manufacturing and industrial fields.

This study employs the entropy and EDAS method for selecting an FMS. Its originality
lies in the fact that the entropy and EDAS methods have not previously been applied to FMS
selection. Given that the decision matrix was already known, the Entropy method was utilized
to determine the objective weights. The CRITIC (CRiteria Importance Through Inter-criteria
Correlation) method, which is another method of finding objective weights, was not preferred in
this study because it requires more processing. In MCDMs such as PROMETHEE (Preference
Ranking Organization Method for Enrichment Evaluation) and ELECTRE (Elimination and
Choice Translating Reality), increasing the number of alternatives increases the processing time.
Even though the number of alternatives increases in the ROV (Range of value) method, the
processing time is very short compared to these methods since pairwise comparison is not made.
Therefore, the EDAS method was preferred in this study.
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3. Research methodology

The study methodology’s goal is to offer an organized and methodical process for choosing
the best FMS by utilizing the entropy and EDAS techniques. The methodology seeks to inte-
grate both qualitative and quantitative criteria to ensure a comprehensive evaluation of FMS
alternatives. By leveraging entropy for determining objective weights, it ensures impartiality
in assigning importance to each criterion, minimizing biases from subjective judgments. The
primary goal is to enhance decision-making accuracy in FMS selection by addressing multiple
conflicting factors, such as cost, efficiency, flexibility, and technological compatibility. Addition-
ally, the methodology aims to demonstrate the effectiveness of the entropy-based EDAS method
in real-world applications, validating its utility in complex industrial environments. This ap-
proach provides a replicable and transparent framework for decision-makers in manufacturing
industries to optimize their systems and improve productivity. Ultimately, it seeks to fill the
gap in existing research by applying the EDAS MCDM method for FMS selection. Finally,
COPRAS and SWEI MCDM methods are used to check the robustness of the ranking.

3.1. The Shannon’s entropy method

To enhance objectivity in the evaluation process, objective weighting methods such as Shannon
entropy are often integrated with MCDM techniques. The Shannon entropy method assigns
weights to decision criteria based on the degree of variability in the data, reducing human bias
and ensuring a data-driven evaluation. Information uncertainty is quantified using the idea of
entropy. Information entropy [15] is a measure of how disordered a system is and how much
valuable information can be extracted from the available data. Numerous papers have employed
the weighted entropy method to resolve MCDM issues. The combined PROMETHEE and En-
tropy methods is applied for supplier selection [25]. The entropy method is used for calculating
the criterion weight in many studies [7, 8, 9, 10, 11, 12]. Another study [1], the Entropy and
VIKOR (VIekriterijumsko KOmpromisno Rangiranje) methods is used for sustainable strategy
selection for SMEs.

The entropy method can be summarized in 5 steps [21]:

Step 1: As the first stage, a decision matrix (DM) containing criteria and alternatives is
created. Equation (1) shows the decision matrix:

ail a2 - G1n
a1 G22 - G2n

DM, ; = [ai,j]mxn = . . . . . (1)
Gm,1 Am,2 " Amn

In the equation (1), a;; represents the performance in the criterion. This decision matrix
includes a total of j =1,2,3,...... n criteria and 7 = 1,2, 3, ....m alternatives.

Step 2: The values in the decision matrix are standardized using equation (2) for the
beneficial criteria, and equation (3) for the non-beneficial criteria. r; ; values in the equations
shows the standardized version of the a; ; value.

Qi j
- 2
T maxa; ;’ (2)
min a; ;
Tij = T” (3)
0.

Step 3: Standardized values are normalized using equation (4), where s; ; shows the nor-
malized value.

Tij
= e—. 4
Si,g Z:il Ti,j ( )
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Step 4: After the normalization process, the entropy value of each criterion is obtained
using equation (5). The value of H; represents the entropy of the j criterion.

n ] o
Zj:l 84,5 1082 Si,j

logy m

Hy= - )

Step 5: In the last step, the weight of each criterion is obtained.
1-H;
Z;'l:1 1- Hj '

The value of w; in equation (6) represents the objective weight of the criterion is repre-
sented. Through the application of the entropy method, these objective criterion weights are
determined. After the last step of this method, the EDAS method is used, and the objective
weights found by this method are transferred to rank the alternatives.

(6)

’LU]':

3.2. The EDAS method

The EDAS is an MCDM method used to assess and rank alternatives across various criteria.
This method assesses how close or far an alternative is from an average solution, considering
both positive and negative distances from the average. Evaluating and selecting appropriate
FMS alternatives is inherently complex, involving multiple, often conflicting criteria such as
cost, flexibility, reliability, and energy efficiency. To address this complexity, MCDM methods
have been increasingly employed in manufacturing system evaluations. Among these methods,
the EDAS approach has gained attention due to its simplicity, computational efficiency, and
ability to consider both positive and negative deviations from an average solution [14]. This
method evaluates and selects the suppliers based on criteria such as quality, cost, and delivery
time. This prioritizes projects or tasks considering factors like cost, benefit, risk, and time.
Distributing resources effectively among competing projects or departments. Assessing policy
options based on social, economic, and ecological criteria. Choosing the best product design
considering multiple factors like cost, functionality, and customer preference.

The EDAS method is a powerful tool for decision-makers dealing with complex scenarios
involving multiple criteria. Its ability to provide a balanced evaluation of alternatives, simplicity,
and robustness make it a popular choice in various fields. The EDAS technique was utilized to
compute the performance of alternatives and then rank the alternatives. The EDAS technique
consists the following steps [26].

Step 1: In this step, determining the average solutions of the matrix (AV;) is formed by
taking the average solutions of the criteria.

AV = [AV}]1xm. (7)

Where AVj represents the average of criterion j and is calculated as:

n

AV, = =10 (8)

Step 2: For each criterion, calculate the positive distance from average (PDA) as well as
the negative distance from average (NDA) from the average by using (9) and (10), and then
matrices are obtained. Based on whether the objective is benefit-based or cost-based, various
equations are used to compute each element of the generated matrices (PDA, ;, NDA; ;).

PDA = [PDA; j]nxm, (9)
NDA = [NDA; ;]nxm. (10)
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If j-th criterion is beneficial, the values of PDA; ; and NDA; ; are calculated as:

max (0, (a; ; — AVj}))

NDA,, — max(0, (j“g — i), (12)

Similarly, if j-th criterion is non-beneficial, the values of PDA; ; and NDA,; ; are calculates as:

max (0, (AV; —a, 5))

PDA; ; = s , (13)
J

NDA4,, — max(0, (jn; —AV) (14)
J

Step 3: With the help of the following equations (15) and (16) the weighted positive
value (SP;) and weighted negative values (SN;) are calculated respectively. The equation is
multiplied by the weight of the criteria computed by using Shannon’s entropy method, i.e.

SPZ = Z’LUJ'PDAZ'J', (15)
j=1
j=1

Step 4: In this step, the weighted positive value of SP; and weighted negative value SINV;
are normalized as:

SP;
NSP,= — 1
S ! max; (SPi), ( 7)
SN;
NSN;,=1— ———. 1
SNi max; (SN;) (18)

Step 5: Finally, for each alternative, the appraisal scores (AS;) are evaluated as follows:
1
AS; = i(NSPi—i—NSNZ-). (19)

Alternative appraisal score (AS;) lies in the range 0 < AS; < 1, where the higher the value,
the closer the alternative is to the ideal (average-based) choice.

3.3. The SWEI method

The SWEI MCDM was developed by [8]. It is very useful in the decision-making domain,
i.e. there are many theoretical mplications of SWEI in the MCDM. The model enhances the
accuracy and robustness of decision-making processes by effectively handling criterion inter-
dependencies and uncertainties. The SWEI offers significant advantages in modelling inter-
dependencies and handling uncertainty; it is essential to consider the potential complexity it
introduces to MCDM models. The integration of SWEI requires advanced computational tech-
niques and a deep understanding of the underlying decision-making context, which results in its
effective application in solving complex problems. This complexity must be managed to prevent
it from becoming a barrier to practical implementation. The fundamental principle of the SWEI
method is that alternatives with higher information content receive lower preference rankings,
whereas those with lower information content are assigned higher ranks. This is based on the
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inverse relationship between the probability of an alternative and its associated information
content—fewer probable alternatives (i.e., more uncertain or diverse in performance) convey
greater informational entropy, thus indicating less desirability in the decision-making context.
The following are the steps involved in SWEI MCDM [7, 8|:

Step 1: Construct the information decision matrix IDM = [a; ;]mxn according to (20),
where a; ; > 0:

ai1 @12 -+ Aln
a1 G22 -+ A2n

IDM; ; = [aijlmxn = | . A (20)
Am,1 Om,2 *** Amn

Step 2: Normalize the decision matrix for beneficial and non-beneficial criteria according
to (21) and (22):

IDM,; ; = #, beneficial criteria, (21)
izt @i

_— 1/az j
IDM,; ; = = non-beneficial criteria. 22
TS s 2
Step 3: Compute the information score (I.S; ;) of the attributes of the normalized decision
matrix for the alternatives according to (23):

1
1S;; = logy (W) (23)
2]

Step 4: Compute the weighted exponential information score of the decision matrix (IDM?)
for the alternatives according to (24):

SWEI =IDM{ =" <1og2 <ID]1W>> , (24)
,J

Jj=1

where w; is the weight of the criterion such that 2?:1 w; = 1.

Step 5: Finally, the summing the weighted exponential information scores for all alterna-
tives and sorted in ascending order to establish the final preference ranking. The alternative
with the lowest score is designated the first rank.

3.4. The COPRAS method

The COPRAS MCDM was introduced by [23]. It stands out as an MCDM technique used to
analyze and rank a series of alternatives based on a set of conflicting criteria. It is especially
useful where there is a need to both maximize and minimize. The COPRAS enables us to
evaluate the alternatives with direct proportional measurement based on the criteria’s meanings
(weights) and ideas of how each alternative performs compared with the ideal one. A process
entails the normalization of the decision matrix, the use of weightings, and the calculation of
both the sums of beneficial (maximizing) and non-beneficial (minimizing) criteria of different
alternatives. The following are the steps involved in COPRAS:

Step 1: Construct the decision matrix DM = [a; j|mxn according to (20)

Step 2: Normalize the decision matrix according to (25):

a; 7
= e —. 25
Si,j Z;il ai,j ( )
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Step 3: Compute the weighted normalized decision matrix for the alternatives using:
Tij = Sij X Wj, (26)

where w; is the weight of the criterion and Z?zl wj = 1.
Step 4: Compute the sums of weighted normalized values for each alternative for beneficial
(maximizing) criteria and non-beneficial (minimizing) criteria by (27) and (28), respectively.

n

Si‘*‘ = Z i, beneficial criteria, (27)
j=1
S = Z i, non-beneficial criteria. (28)
=1

Step 5: Compute the relative significance for the alternatives according to (29):

min §;" 37", S;

Qi - SZ_‘— T — m min S\ (29)
s; o (25)
Step 6: Compute the utility degree (%) for the alternatives according to (30):
Qi
= 1 .
Ui = oigr X 100% (30)

The alternative with the highest utility degree U; is considered the most preferable. COPRAS is
valued for its simplicity, transparency, and capacity to handle conflicting objectives in decision-
making processes.

4. Results and discussion

FMS is an innovative manufacturing system that manage and create a wide range of products
with minimum operator interaction. It combines automated material handling systems, cen-
tralized control systems, and computer-controlled equipment to achieve high levels of flexibility
and productivity. FMS allows for the production of different models and variants of the same
production line without significant downtime or reconfiguration. It ensures components and
subassemblies are produced in sync with demand, reducing inventory costs and improving effi-
ciency. It is capable of producing various electronic products, such as smartphones and laptops,
which require frequent design changes and updates. Industries with high customization, quick
adaptability, and efficient production traditionally use FMS. FMS system is particularly useful
in automotive manufacturing, where multiple variants and parts have to be assembled on the
same assembly line. This leads to seamless changes between design products without downtime,
therefore increasing productivity and minimizing costs. FMS is used in electronics to support
the rapid creation of circuit boards and components to meet evolving consumer requirements.
Aerospace industries make use of FMS for manufacturing complex parts with precision, which
helps ensure consistency and quality are assured.

4.1. Case study description

As industries worldwide adopt Industry 4.0 practices, research in FMS ensures that manufac-
turers stay competitive by leveraging the latest advancements in automation and digitalization.
The FMS is enhancing the resilience of manufacturing systems to respond to global supply chain
disruptions, fluctuating demands, and unforeseen challenges. In summary, FMS plays a crucial
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role in modern manufacturing, and ongoing research is essential to harness its full potential,
ensuring adaptability, efficiency, and competitiveness in a rapidly evolving industrial landscape.
In this study, the data is taken from [24] for the selection problem of an FMS. They identified
seven criteria with eight alternatives for the FMS problem. These seven criteria are as follows;
reduction in labor cost (C-1), the percentage reduction in installation cost (C-2), the percentage
reduction in the amount of backlog between process steps (C-3), increase in market response
(C-4), increase in quality (C-5), floor area in square meters (C-6), capital and maintenance cost
in thousand dollars (C-7). Of these seven criteria, the first five criteria are beneficial (max),
and the last two criteria are non-beneficial (min) criteria. The decision matrix is tabulated in
Table 1.

Criteria — C1]C2]C3| C4 C-5 C6 | C7
Alternatives | | max | max | max | max | max | min | min
A-1 30 5 23 | 0.745 | 0.745 | 5000 | 1500

A-2 18 15 13 | 0.745 | 0.745 | 6000 | 1300

A-3 15 10 12 0.5 0.5 | 7000 | 950

A-4 25 13 20 | 0.745 | 0.745 | 4000 | 1200

A-5 14 14 18 | 0.255 | 0.745 | 3500 | 950

A-6 17 9 15 ] 0.745 | 0.5 | 5250 | 1250

A-7 23 20 18 0.5 | 0.745 | 3000 | 1100

A-8 16 14 8 0.255 | 0.5 | 3000 | 1500

Table 1: Decision matriz for selection of the best FMS.

The decision matrix is standardized by applying the first step of the Entropy method from
eq. (2) and (3) and is given in Table 2. The standardized decision matrix is normalized using
eq. (4) an is given in Table 3.

Alternatives | C-1 C-2 C-3 C-4 C-5 C-6 C-7
A-1 1.000 | 0.250 | 1.000 | 1.000 | 1.000 | 0.600 | 0.633
A-2 0.600 | 0.750 | 0.565 | 1.000 | 1.000 | 0.500 | 0.731
A-3 0.500 | 0.500 | 0.522 | 0.671 | 0.671 | 0.429 | 1.000
A4 0.833 | 0.650 | 0.870 | 1.000 | 1.000 | 0.750 | 0.792
A-5 0.467 | 0.700 | 0.783 | 0.342 | 1.000 | 0.857 | 1.000
A-6 0.567 | 0.450 | 0.652 | 1.000 | 0.671 | 0.571 | 0.760
A-7T 0.767 | 1.000 | 0.783 | 0.671 | 1.000 | 1.000 | 0.864
A-8 0.533 | 0.700 | 0.348 | 0.342 | 0.671 | 1.000 | 0.633

Table 2: Standardized decision matriz for the FMS.

4.2. The EDAS is integrated with the Shannon entropy method

The entropy of each criterion is calculated using eq. (5), after normalization. The criterion
weights are calculated using eq. (6). The weights of the criterion computed by the Entropy
method are tabulated in the last row of Table 3. A graphical illustration of the criterion weight
is given in Figure 1. The criteria are listed as follows according to their weights: C' — 4 >
C-2>C-6>C—-3>C—-1>C-5>C—17. The most significant criterion is C-4 (market
response). After calculating the weights of the criteria, the EDAS method is used. In the first
step, the average value (AV;) of the decision matrix from Table 1 is determined. The average
value is formed by taking the average solutions of the criteria in the normalization process.
Next, the PDA and NDA are calculated from Table 3 by using eq. (9) and (10). Tables 4 and
5 show the values of PDM and NDM, respectively.

149



CRORR 17:1 (2026), 141-157

Dwivedi et al.: Comparative assessment of flexible manufacturing systems

Alternatives | C-1 C-2 C-3 C+4 C-5 C-6 C-7
A-1 0.190 | 0.050 | 0.181 | 0.166 | 0.143 | 0.105 | 0.099
A-2 0.114 | 0.150 | 0.102 | 0.166 | 0.143 | 0.088 | 0.114
A-3 0.095 | 0.100 | 0.094 | 0.111 | 0.096 | 0.075 | 0.156
A-4 0.158 | 0.130 | 0.157 | 0.166 | 0.143 | 0.131 | 0.123
A-5 0.089 | 0.140 | 0.142 | 0.057 | 0.143 | 0.150 | 0.156
A-6 0.108 | 0.090 | 0.118 | 0.166 | 0.096 | 0.100 | 0.119
A-7 0.146 | 0.200 | 0.142 | 0.111 | 0.143 | 0.175 | 0.135
A-8 0.101 | 0.140 | 0.063 | 0.057 | 0.096 | 0.175 | 0.099

Average 19.8 | 12.5 | 159 | 0.56 | 0.65 | 4594 | 1219
Weights 0.121 | 0.213 | 0.149 | 0.256 | 0.060 | 0.150 | 0.050
Table 3: Normalized decision matriz for the FMS.
03
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Figure 1: Criterion weight score with ranking.

Alternatives | C-1 C-2 C-3 C-4 C-5 C-6 C-7
A-1 0.519 | 0.000 | 0.449 | 0.327 | 0.141 | 0.000 | 0.000
A-2 0.000 | 0.200 | 0.000 | 0.327 | 0.141 | 0.000 | 0.000
A-3 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.221
A-4 0.266 | 0.040 | 0.260 | 0.327 | 0.141 | 0.129 | 0.015
A-5 0.000 | 0.120 | 0.134 | 0.000 | 0.141 | 0.238 | 0.221
A-6 0.000 | 0.000 | 0.000 | 0.327 | 0.000 | 0.000 | 0.000
A-7 0.165 | 0.600 | 0.134 | 0.000 | 0.141 | 0.347 | 0.097
A-8 0.000 | 0.120 | 0.000 | 0.000 | 0.000 | 0.347 | 0.000

Table 4: Positive decision matriz from the average value.

Finally, weighted positive values (SP;), weighted negative values (SN;), weighted positive
normalized value (NSP;), weighted negative normalized value (NSN;), and appraisal scores
(AS;) are computed. Weighted normalized positive value represents the weighted contribution
of how well an alternative performs above average. Weighted normalized negative values rep-
resent the weighted contribution of how poorly an alternative performs below average. Their
graphical representation is shown in Figure 2. The final ranking of flexible manufacturing sys-
tems is shown in Table 6. Figure 3 illustrates the FMSs and their final ranking based on Entropy
and EDAS techniques. Based on the results of the evaluation of the EDAS approach, the best
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FMS for the particular application of the industrial work under the current parameters is A-7
followed by A-4, A-1, A-2, A-6, A-5, A-8 and A-3.

Alternatives | C-1 C-2 C-3 C-4 C-5 C-6 C-7
A-1 0.000 | 0.600 | 0.000 | 0.000 | 0.000 | 0.088 | 0.231
A-2 0.089 | 0.000 | 0.181 | 0.000 | 0.000 | 0.306 | 0.067
A-3 0.241 | 0.200 | 0.244 | 0.109 | 0.234 | 0.524 | 0.000
A-4 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000
A-5 0.291 | 0.000 | 0.000 | 0.546 | 0.000 | 0.000 | 0.000
A-6 0.139 | 0.280 | 0.055 | 0.000 | 0.234 | 0.143 | 0.026
A-7T 0.000 | 0.000 | 0.000 | 0.109 | 0.000 | 0.000 | 0.000
A-8 0.190 | 0.000 | 0.496 | 0.546 | 0.234 | 0.000 | 0.231

Table 5: Negative decision matriz from the average value.

Alternatives | SPi SNi | NSPi | NSNi | ASi | Rank
A-1 0.222 | 0.153 | 0.951 | 0.418 | 0.685 3
A-2 0.135 | 0.087 | 0.578 | 0.668 | 0.623 4
A-3 0.011 | 0.229 | 0.047 | 0.127 | 0.087 8
A4 0.192 | 0.000 | 0.823 | 1.000 | 0.911 2
A-5 0.101 | 0.175 | 0.432 | 0.334 | 0.383 6
A-6 0.084 | 0.122 | 0.359 | 0.536 | 0.448 5
A-7 0.233 | 0.028 | 1.000 | 0.893 | 0.947 1
A-8 0.078 | 0.262 | 0.333 | 0.000 | 0.167 7

Table 6: Final ranking of the FMS by the EDAS method.
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Figure 2: Graphical representation of SP;, SN;, NSP; and NSN;,.

These outcomes are similar to those proposed by [24] with the fuzzy programming technique
for multiple objectives. It should be noted, nevertheless, that the user’s assessments of relative
relevance determine the ranking. If the user gives the characteristics varying relative priority
values, the ranking that is shown could be altered. This method is equivalent to the study [18].
The underlying concept is that criteria with higher variability (or more "entropy") contain more
information and should be given more weight. In contrast, the approach presented in this work
offers a clear-cut, rational, and basic process for solving the FMS selection problem.
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Figure 3: Illustration of FMS ranking with the scores.

4.3. Comparison with the SWEI and COPRAS

We further compare the robustness of the ranking generated by the EDAS method with the
SWEI and COPRAS methods. Firstly, the decision matrix is constructed for SWEI and CO-
PRAS according to eq. (20), in the first step from the raw data shown in Table 1. In the second
step, the data is normalized using eq. (21) and (22) for the beneficial and non-beneficial criteria
for SWEI and for COPRAS using eq. (24). The normalized values are tabulated in Table 7 for
SWEL

Alternatives | C-1 C-2 C-3 C-4 C-5 C-6 C-7
A-1 0.190 | 0.050 | 0.181 | 0.166 | 0.143 | 0.105 | 0.099
A-2 0.114 | 0.150 | 0.102 | 0.166 | 0.143 | 0.088 | 0.114
A-3 0.095 | 0.100 | 0.094 | 0.111 | 0.096 | 0.075 | 0.156
A4 0.158 | 0.130 | 0.157 | 0.166 | 0.143 | 0.131 | 0.123
A-5 0.089 | 0.140 | 0.142 | 0.057 | 0.143 | 0.150 | 0.156
A-6 0.108 | 0.090 | 0.118 | 0.166 | 0.096 | 0.100 | 0.119
A-7 0.146 | 0.200 | 0.142 | 0.111 | 0.143 | 0.175 | 0.135
A-8 0.101 | 0.140 | 0.063 | 0.057 | 0.096 | 0.175 | 0.099

Table 7: Normalized decision matriz by the SWEI for the FMS.

In the third step eq. (23) is applied to rank the alternatives. Finally, in the fourth step, the
alternatives are ranked in ascending order. Secondly, for the COPRAS method, the weighted
normalized matrix is calculated by eq. (25), then the weighted normalized values are calculated
by eq. (26) and (27) for the beneficial and the non-beneficial criteria, respectively. After calcu-
lating the relative importance for the alternatives by eq. (28), the utility degree is calculated
by eq. (29). Afterwards, the alternative with the highest utility degree U; is considered the
most preferable. The ranking is shown in Table 8, which is generated using entropy weights.
Table 8 also shows the ranking comparison of EDAS, COPRAS, and SWEI with the entropy
weighting method. Figure 4 provides a comparison of the ranking results. Alternative A-7
consistently achieved the 1st rank across all evaluation approaches. Alternatives A-4 secured
the 2nd position, under all methods. Alternative A-1 was ranked in 3rd position by EDAS and
COPRAS method, while it got 4th position by the SWEI method. Similarly, Alternative A-2
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was ranked in 4th position by EDAS and COPRAS method, while it got 3rd position by the
SWEI method. The alternative A-6 occupied the 5th position in all three methods. Similarly,
Alternative A-5 was placed 6th by EDAS, COPRAS, and SWEI method under the entropy
weighting method. Alternative A-8 was assigned the 7th position under the EDAS, COPRAS,
and SWEI methods with entropy weights. Finally, alternative A-3 consistently received the last
rank across all methods, regardless of the weighting strategy.

Alternatives Ap};)r;l;%zcsores Rank Infortr)r}l] atslx(;lEsIcores Rank Utﬂgég%giese by Rank
A-1 0.685 3 8.218 4 87.55 3
A-2 0.623 4 8.189 3 86.44 4
A-3 0.087 8 8.359 8 65.19 8
A-4 0.911 2 8.114 2 97.44 2
A-5 0.383 6 8.296 6 76.37 6
A-6 0.448 5 8.247 5 78.69 5
A-7T 0.947 1 8.106 1 100 1
A-8 0.167 7 8.341 7 66.99 7

Table 8: Ranking comparison scores of the EDAS with other MCDM methods.
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Figure 4: Comparison of the ranking of the EDAS method with the SWEI and COPRAS methods.

4.4. Sensitivity analysis

This subsection assesses the sensitivity of the ranking to variations in the input parameters or
criteria weights. By systematically adjusting these values within a reasonable range and observ-
ing corresponding changes in the rankings, we can gain insights into the stability and robustness
of the decision-making process. This analysis helps identify which criteria or parameters exert
the most significant influence on the final rankings and how variations in these factors affect the
relative positions of alternatives. Additionally, examining the impacts of different values allows
us to understand the trade-offs inherent in the decision-making process and explore potential
scenarios under varying conditions. By conducting this sensitivity analysis, decision-makers
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can better understand the implications of their choices and make more informed decisions that
account for uncertainties and variations in input parameters. Table 9 shows the ranking by
applying the equal weight for seven criteria (1/7 = 0.143) and entropy weight method. All
individual rankings and the final ranking are the same. Nevertheless, a few slight ranking mod-
ifications compared to Table 8 can be observed. Figure 5 shows the ranking difference between
the entropy weight and the equal weight method. As the weights changed, the ranking of A-7
and A-3 remained practically the same. So, the proposed EDAS method delivers the same
results for decisions even with changed weighting scenarios, which is necessary for real-world
use. It points out the factors that play the most important role in the end rankings. It al-
lows those in charge to determine which factors are the most important and pay attention to
these in future policy adjustments or assessments. Since there is little difference in the ranks
between the two weight methods, it is clear that the approach stays consistent and flexible in
various decision-making situations. The comparison between the entropy-based (objective) and
equal (neutral) approaches proves that the method performs well in both precise and simple
circumstances for decision-making.

Alternati EDAS score Ranking EDAS score Ranking
crnative by entropy weight | by entropy weight | by equal weight | by equal weight
Al 0.685 3 0.71 3
A2 0.623 4 0.54 5
A3 0.087 8 0.12 8
A4 0.911 2 0.90 2
A5 0.383 6 0.54 4
A6 0.448 5 0.35 6
A7 0.947 1 0.97 1
A8 0.167 7 0.16 7
Table 9: Sensitivity analysis by different weights for the FMS.
a8 = :
I
A7 1
A6 ) '
AS T . .
» —
A3 C :
A2 . '
Al e ———
0 1 2 3 4 5 6 7 8 9
Al A2 A3 A4 AS A6 A7 AS
@ Ranking by equal weight 3 5 8 2 4 6 1 v
EDAS score by equal weight 0713 0536  0.17 0897 0541 0352 0968  0.157
I Ranking by entropy weight 3 4 8 2 6 5 1 7
@ EDAS score by entropy weight =~ 0.685 0.623 0.087 0911 0.383 0.448 0.947 0.167

Figure 5: Sensitivity analysis by different weights for the FMS.
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Worldwide manufacturing rivalry has compelled businesses to think about cutting costs
while boosting quality and customization response. The development of FMSs promises enor-
mous possibilities for enhancing flexibility and altering the competitive landscape by simulta-
neously guaranteeing cost-effectiveness and customized manufacture. Before investing in such
innovative manufacturing methods that demands large capital outlays, one must take into ac-
count both the impacts that are easily quantified in dollars and those that are not. While
precision-based approaches have been previously suggested to tackle the assessment and choice
of flexible manufacturing technologies, these approaches are complex, knowledge-intensive, and
may be beyond the reach of the individual decision-maker or user organization. A straight-
forward and rational scientific approach or mathematical instrument is required to assist user
organizations in making an appropriate decision. This work proposes a methodology for choos-
ing an appropriate FMS from a wide range of alternative FMSs. The methodology is based on
a combinatorial mathematical approach combined with Shannon’s entropy. When compared to
other approaches that have been suggested in the past for choosing an FMS, this strategy is
easier to put into practice. The FMSs selection characteristics function created in this work
aids in the creation of the FMSs selection index, which assesses and ranks FMSs for a particular
selection problem and may concurrently take into account any number of both quantitative and
qualitative FMS selection attributes. In addition, the article proposes an entropy and EDAS
conversion scale with ranked value judgments to express the qualitative FMS selection feature.
The suggested technique is unique in that it provides a generic process that may be used for
a variety of management science selection challenges that involve ambiguity and several both
qualitative and quantitative selection qualities. Practical issues could come up when this kind
of technique is put into practice. It is necessary to ascertain the values corresponding to the
qualities of several possible FMS that the suggested technique would assess. These figures might
occasionally be estimates. A what-if study, including many runs of the suggested model, can
be necessary due to a lack of precise and trustworthy data. What-if analysis may benefit from
further methodological advancements for more effective execution.

5. Conclusion

In this study, an evaluation of the FMS was undertaken with EDAS, and the objective weights
were established through Shannon Entropy. With this method, alternatives for FMS could
be systematically evaluated using data, making the decision-making process strong and de-
pendable. A comparative review was made between the rankings and those produced by the
COPRAS and SWEI methods to check their reliability. The analysis proved that both EDAS-
Shannon Entropy, COPRAS, and SWEI rankings were consistent, which shows the methodology
is solid and trustworthy. Moreover, a sensitivity analysis was done by adjusting the weights
given to each criterion to see the ranking’s consistency. The analysis showed that the rankings
were mostly the same despite changes in the scenario, while only small shifts in some alternative
positions were spotted. Such results demonstrate that the EDAS-Shannon Entropy method can
provide reliable help for choosing FMS. The study offers helpful suggestions for people respon-
sible for production and planning. The production systems are very important for producing
the same types of products in the same quantity. Many manufacturing firms adopt flexible
production systems to take advantage of the benefits provided by FMS. Many criteria are taken
into account when selecting or evaluating any production system. Also, these criteria are some-
times confused with bias. Therefore, it is appropriate to use MCDM methods in FMS selection
and evaluation. EDAS method ranks these systems according to the performance they show in
the criteria of flexible production systems. The analysis of choosing FMS using the integrated
EDAS and Entropy methods yields several key recommendations to improve decision-making
and guarantee optimal results. The Entropy technique provides an impartial, data-driven ap-
proach to criterion weight assignment by examining the inherent variability (unpredictability)
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in the criteria. This ensures that more important factors receive proper attention, leading to
more accurate and dependable results grounded in real data. Combining the Entropy method
for objective weighting with the EDAS approach ensures a comprehensive and thorough evalua-
tion of all FMS alternatives. This integrated method eliminates potential subjective biases and
guarantees a well-rounded assessment of every option, thereby improving the selection process’s
accuracy. By following the above objective and comprehensive steps, organizations can make
more informed, balanced decisions, ultimately leading to the selection of a more strategic and
successful FMS. The integration of the Entropy and EDAS methods offers significant advan-
tages for future research and applications across various fields, providing adaptable, versatile,
and rigorous frameworks for addressing complex, multi-faceted problems. However, there are
some limitations of the study. The suggested approach presupposes that the input data used
is entire, consistent, and precise. Noisy and missing data could interfere with the integrity of
the results in real-life industry settings. The application of Shannon Entropy will give only
objective weights depending on data variability that might not fully represent the preferences
of experts or priorities of managers in decisions in a practical situation. The methodology
has been formulated in deterministic circumstances and makes no allowance for uncertainty or
vagueness in the value of the criteria. This confines its use in the world where linguistic or
imprecise data tends to prevail. Although the method is compared to COPRAS and SWEI
to determine robustness, it would be worth greater validation on a wider scale by comparing
the method against other hybrid or fuzzy MCDM approaches (e.g., TOPSIS (Technique for
Order of Preference by Similarity to Ideal Solution), VIKOR, fuzzy EDAS). The framework
takes a certain case of evaluation of FMS. Wider generalization might necessitate testing in
several spheres or in an industrial environment of different complexity and set of requirements.
Finally, Entropy weights are only based on the current data and thus fail to dynamically adjust
to changing manufacturing situations or dynamic decision environments that could be factors
in the flexible manufacturing context.
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Abstract. Extreme right-wing parties are increasing in polls around Europe, largely fueled by an anti-
migrant rhetoric. Political economy literature points to, on average, net positive effects that migrants
bring to the economy, but the balance on the political market is more worrisome. For a small open
economy, overly dependent on tourism, whose population reduced by more than 1 million in the last
30 years, the question of successful integration of migrants represents a first order condition of public
policy. Thus the research question set in this paper is how to change attitudes on immigration among
students in the Croatian society. Our approach is based on an experiment within a survey and it is
tested on a sample of 1,450 students from five university cities in Croatia (Osijek, Pula, Rijeka, Split
and Zagreb). Results indicate that there is a sizeable and statistically significant effect for the treated
groups vis-a-vis their attitudes on the effect that migrants have on the labour market, social security
system, overall safety and the economic development of Croatia.
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1. Introduction

"An idea is like a virus, resilient, highly contagious. The smallest seed of an idea
can grow." (Inception)

The number of immigrants to Croatia is estimated to have quadrupled since 2018 according to
numbers from the Croatian Pension Insurance Institute and the Ministry of Interior. According
to estimates from the Ministry of the Interior [25], in 2024, there were close to 207 thousand
working permits issued for citizens born outside of Croatia, up from 170 thousand issued in
2023, and up from only 70 thousand issued annually in earlier years. If these trends continue, it
is evident that Croatia has entered a wave of immigration which could have overarching conse-
quences on the Croatian society. Yet, little academic literature is available on the determinants
of preferences on immigration and how these could be changed in Croatia. This article aims to
fill this gap.

Existing international literature has extensively studied both the causes of preferences on
immigration and the consequences of large immigration shocks on political preferences and
economic outcomes of native populations. A large body of literature examines the effects
of immigration on wages, unemployment rates and fiscal deficits in receiving countries. When
studying the Miami boat lift that led to a sudden immigration wave that increased the workforce
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by 6%, Card [6] showed no discernible effects on wages nor employment rates of the native
population. Overall, studies [21, 7] across a wide variety of contexts and countries, find very
little or no impact of immigrant workers’ arrival on natives wages. This impact is likelier to be
null or positive if the skills of the immigrants are complementary rather than substitutory to the
skills of natives. On the other hand, the strand of literature in political economy has found large
effects on changes in political preferences and social cohesion in society. The political economy
literature has demonstrated evidence that immigration waves have led to the popularisation
of the extreme right parties across Europe that have exploited the salience of the topic to
profile themselves as anti-immigrant [20, 22]. Beyond these changes in political preferences,
immigration shocks, including the arrival of a large number of asylum seekers, have led to an
increase in hate speech and hate crime [12, 28].

This research asks two questions. First, it descriptively asks which individuals are in favour
or against immigration into Croatia among the student population. Within this research ques-
tion, we specifically focus on understanding how individual characteristics such as their educa-
tion, income level and age correlate to their views on the desirability of immigration to Croatia.
Our second research question asks whether these negative attitudes on immigration can be
changed through information nudging. Within this research question, we explore whether and
which incentives (economic versus historical-compassion) affect respondents’ attitudes. From
the above research questions, we derived two hypotheses. H1: Information nudging based on
scarcity in the labour market positively affects economics and business students’ attitudes on
immigration. H2: Information nudging based on historical experience and compassion positively
affects economics and business students’ attitudes on immigration.

For the purpose of answering these questions, we collected novel survey data on a sample of
1,450 business and economic students from five university cities in Croatia (Osijek, Pula, Rijeka,
Split and Zagreb) in 2024. The survey consisted of thirteen questions across a series of socio-
demographic and attitudinal questions. In the first part of our research, we rely on descriptive
statistics and a linear regression estimated with ordinary least squares to understand covariates
that predict immigration attitudes. Our second approach is based on a survey experiment.
"A survey experiment is the deliberate manipulation of the form or placement of vignettes in a
survey instrument, for purposes of inferring how public opinion changes" [15]. It implies random
assignment of respondents to the control and treatment groups which allows the differences in
preferences and behaviors of respondents between the two groups to be interpreted as causal.
We construct two treatments - one information vignette describing the El Shatt refugee camp,
and, another information vignette describing the lack of workforce in the Croatian labour
market. While this methodology has been used in the research on immigration attitudes (for a
review see [19]), our contribution lies in its, to the best of our knowledge, novel application in
Southeast Europe. Moreover, this new national context, whose recent history is characterised
by experiences of war-induced displacement, allows us to make a theoretical contribution by
juxtaposing the effects of information targeting an economic justification versus a compassionate
justification, building on the population’s own collective memory of displacement and forced
migration.

Descriptive results suggest that very few (one in ten or one in twenty) young individuals
think that immigration to Croatia is a positive development. It seems this is not driven directly
by economic concerns of immigrants taking their jobs or becoming a financial burden to society
as many more individuals do not raise this as a concern. Examining correlates of immigration
attitudes, we find that attitudinal variables predict attitudes on immigration well, while socio-
demographic variables of individuals do not predict their attitude on immigration. Across
almost all the outcomes, individuals who report that they believe all people are trustworthy are
likelier to also have positive views on immigration. On the opposite side, individuals who report
to be religious consistently are associated with a lower likelihood of accepting immigration. The
findings from our survey experiment show the potential of information updating in changing
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views on immigration, if focused on a specific concern around immigration. Results indicate
that there is a sizeable and statistically significant effect for the treated groups vis-a-vis their
attitudes on the effect migrants have on the labour market and the social security system. This
effect is stronger for the information vignette on workers’ shortage. The information vignette
discussing labour market shortages was more effective at changing attitudes on the economic
effects of migration - namely reducing the number of individuals who believe immigrant workers
will take natives’ jobs or become a financial burden on the social security system.

The paper is organized as follows. Section 2 discusses the literature review and how this
article contributes to it. Section 3 describes the data and research methodology while Section
4 discuss the results. Section 5 concludes this article.

2. Literature review

This research speaks to two strands of literature within political economy. First, it contributes
to the literature on the political and economic causes and effects of immigration on society.
A common starting point in the literature is that the domestic population misperceive both
the size and the effects of immigration [1, 29]. Second, methodologically it contributes to
the literature that uses survey experiments to advance our knowledge of the determinants of
preferences on immigration.

An extensive literature has discussed the channels through which individuals form opinions
on immigration, which can be summarised across two juxtaposing channels - one formed around
political and economic concerns, and the other formed around social and cultural concerns. If
political and economic concerns are important for our view on immigration, then citizens form
attitudes about immigration based on its effects on their personal economic situation. For
example, if citizens believe immigrants would depress their wage or 'take’ their job, they are
likelier to be opponents of immigration. However, empirical literature has not found support
for such assumptions. For example, Hainmueller and Hiscox [18| discuss how immigration
that changes individual’s competitiveness on the labour market does not predict immigration
attitudes. Empirically, this is supported by the lack of correlation between individuals’ own
education levels (whether less or highly educated) and their attitudes toward immigrants of
differing education levels. Crepaz and Damron [10] also show that comprehensive welfare states
are associated with lower nativist sentiment across the EU, where plausibly, if the hypothesis
that concerns of immigrants becoming a burden to the social security system were true, we
would expect the opposite direction of the association. Yet, the literature on the social and
psychological reasons behind the formation of immigration attitudes has found a series of deter-
minants. Overall it seems immigration-related attitudes are driven by concerns about “national
identity”: specifically either the (lack of future) cultural assimilation [33, 17] or concerns driven
by ethnocentrism and stereotyping [23].

A special and interesting research avenue within political economy of migration are electoral
effects of immigration. Immigration fuels support for populist radical right parties regardless of
the absence of its negative impact on employment or political economy outcomes [2]. On a po-
litical market immigrants matter less for what they are and more for what they mean: cultural
concerns and anxieties about identity and the “loss of control over our way of living”. Increased
news coverage (salience) rather than quality substance often drives electoral outcomes towards
radical political options and towards polarization of the electorate as reported in France [31].
Informational distortion, carried out by social media and news, regarding the true number of
immigrants in Italy [3] or “density stress” rhetoric — a narrative emphasizing overcrowding and
social saturation contrary to the reality — in Switzerland [2] represent examples of “successful”
strategies that demonise immigrants in the eyes of local and national electorates. Barone et al.
[4] report several mechanisms that channel natives fear (labour market, public services and cul-
tural diversity) into support for centre-right parties, particularly those with anti-immigration
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stances in Italy. Adding a novel twist to the demographic-political nexus, Dancygier et al.
[11] argue that both trends, immigration of foreign workers and emigration of natives, change
the composition of electorates as well as the political preferences of natives due to emotional
grievances about being left behind. Together, they add to right-wing populism’s success at
the subnational level across Europe. With respect to Croatia and its electoral cycles the topic
of immigrants has still not surfaced while the interest of the scientific community for overall
migration topics is present and correlated, albeit with a time lag, with immigration trends.
Namely, during the "migration crisis" of 2015-2016, when more than 650,000 migrants passed
through the Croatian part of the Balkan route, respondents actively demonstrated a high level
of solidarity with migrants who basically just passed through Croatia without an intent to stay
and settle here [8]. Several years later the situation has evolved as it was documented on all
levels within the society. Research that captured high school students’ attitudes toward immi-
grants, based on Croatian subsample of students and their parents from the 2018 PISA survey,
reports that attitudes towards immigrants are transmitted primarily through family socializa-
tion and online sources [30]. In a similar study to ours with respect to the sample, Mrakov¢i¢
et al. [27] report results of two rounds of surveys (2019 and 2024) on attitudes of students
at four law faculties in Croatia towards migrants, foreign workers and asylum seekers. Social
distance increased towards all groups of potential immigrants, except towards immigrants from
the countries of the former Yugoslavia. In both rounds, value orientations were the strongest
predictor of expressed social distance towards migrants and in the 2024 survey, as opposed to
2019 survey results, respondents perceived foreign workers as “undesirable”. Focusing on the
whole society and using data from the fourth, fifth, ninth and tenth rounds of the European
Social Survey, in which Croatia participated, Medimurec et al. [26] identify four societal sub-
groups with respect to immigration attitudes. The study reports that two groups (pro- and
moderate pro-immigration) have a majority within the society and that the share of the pop-
ulation with the most negative attitudes on immigration declines slightly over time. Using the
same ESS dataset éaéié—Kumpes et al. [8] report right-wing political orientation, together with
low levels of education and religion as the main causes of respondents’ negative stance toward
migrants whose number significantly increased between 10th (2020-2021) and 11th (2023-2024)
wave of ESS surveys in Croatia. The respondents emphasized cultural and not economic threats
when asked what is their main concern regarding immigrants. Focusing on economic aspect
of immigrants’ life in Croatia, Butkovié [5] concludes that the success of their integration will
depend on the type of services that they provide (intellectual vs. physical labour) and the
role of digital platforms in their careers. Emphasizing that managing migration is a complex
task Gregurovi¢ et al. [16] drew attention to the possible implications and challenges of the
long-term settlement of foreign workers in Croatia. Since the goal of their paper is to provide
an overview of the immigration of foreign workers to Croatia in the last two decades, our goal
is to empirically test whether we could address economic concerns that should be of an interest
for students of economics and business in the five university cities in Croatia. Moreover, the
aim of this paper is to test whether attitudes can be changed and whether information tar-
geting an economic justification has differential effects to information targeting a compassion
justification. In the current climate, these questions are crucial political economic issues that
deal with social spending, optimal taxation and determine the boundary between the activities
of the state, companies and migrants in the integration process.

3. Data and research design

3.1. Data

This research is based on survey data collected among 1,450 business and economic students
from five university cities in Croatia (Osijek, Pula, Rijeka, Split and Zagreb) in 2024. Through
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surveying random groups (grouped by the alphabetical order of their surnames) from different
years and subjects, the research includes individuals with different socio-economic backgrounds
and educational interests across all geographic regions of Croatia. The survey was short and
only required 5-10 minutes to complete, which led to a negligible attrition rate of respondents
that opened the survey in the first place. There were in total 1,450 respondents which deter-
mines our sample size. The survey experiment was conducted within the Qualtrics program.
Students were informed that participation in the survey was voluntary and presented with an
informed consent description before taking the survey. It described the purpose and the topics
of the questionnaire, anonymity and data collection procedure, and the length of the survey
to the participants who could voluntarily take part in it. Our research sample is broadly rep-
resentative of the population of undergraduate students in Croatia, as the distribution of key
characteristics closely matches population patterns. The gender profile (65% in the sample
vs. roughly 60% in the population), the age profile (mostly 21-23) and regional composition
(predominantly Central and Northern Croatia) align well with national data. Parental edu-
cation is also similar: in both the sample and the population, parents most commonly have
a high-school degree. It is also important to note that in the field of behavioural economics
students are considered a usual subject pool as research is often conducted at universities and
students are easy to recruit and motivate, they are computer literate and willing to take part
in the research for non-monetary reasons [13, 14, 24].

There are five key questions in our survey that measure attitudes on immigration. They are
phrased in the following way:

1. Immigrants are taking jobs from Croatians. "Please indicate your level of agreement with
the statements below from zero to five (highest)"

2. Immigrants make the fight against crime worse. "Please indicate your level of agreement
with the statements below from zero to five (highest)"

3. Immigrants represent an additional cost to the social security system. "Please indicate
your level of agreement with the statements below from zero to five (highest)"

4. What would you say is the influence of immigrants on the development of Croatia? Re-
sponses are: 1 "strongly negative" 2 "negative" 3 "neither positive nor negative" 4 "pos-
itive" 5 "strongly positive"

5. The arrival of a larger number of immigrants to Croatia should be made possible. "Please
indicate your level of agreement with the statements below from zero to five (highest)"

We additionally asked a series of socio-demographic variables. These included the age, date
of birth, sex, whether the individual is working (categorical variable that included answers of
working part time, and/or working while studying), their father’s and mother’s education levels,
whether they believe their family was better/worse/equal off financially as compared to other
families, and the region of their origin. We asked three attitudinal variables: i) whether the
individual believes people are trustworthy, ii) whether the individual is religious, and iii) how
the individual situates themselves on values around abortion, divorce, death penalty and other
norms.

3.2. Survey experiment

Within the survey, we ran a survey experiment with two treatments and a control group.
Individuals were randomly assigned to either the control group or the treatment group on the
basis of the month they were born in. Once randomly assigned through the survey, each group
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saw a different information vignette before proceeding to answer five questions on immigration
attitudes. The control group consists of 474 individuals, the first treatment group (El Shatt)
of 493 individuals and finally the second treatment group (labour shortage) of 483 individuals.
The balance in observables across the control and two treatment groups is shown in Table 1,
where we show that there are no observable differences between these groups across variables
such as gender, age, regional background, religiosity, and their father’s education.

Control: Mean (SD) El Shatt: Mean (SD) Labour: Mean (SD)

Female 0.65 (0.48) 0.64 (0.48) 0.66 (0.47)
Age under 23 0.94 (0.24) 0.91 (0.28) 0.93 (0.26)
North and Central 0.60 (0.49) 0.63 (0.48) 0.59 (0.49)
Religious 0.73 (0.45) 0.75 (0.43) 0.74 (0.44)
Father has a High School Degree 0.51 (0.50) 0.53 (0.50) 0.52 (0.50)

Table 1: Balance table across treatment and experiment groups.

The information vignettes are the following:

1. El Shatt: 250 words that describe the El Shatt refugee camp. El Shatt was a refugee
camp in Egypt that housed 40,000 civilians mainly from Dalmatia (Croatia) that were
fleeing the German offensive in the fall and winter of 1943-1944. The civilians and many
children lived there for two years until the end of the war and their repatriation in 1946.
The topic of this information vignette was chosen to incite empathy and compassion with
immigrants as this episode in history represents an occasion when Croatians were on the
receiving end of another country’s hospitality and is often met with fond memories from
Croatians.

2. Labour market shortage: 250 words that describe the current shortage of labour and
workers across Croatia and the negative economic consequences this lack of workers might
have on the wider economy if it were to persist. The topic of this information vignette was
chosen to encourage the realisation that immigrants are very needed in certain aspects of
the Croatian economy.

3. Control: History of university: 250 words that describe how the Faculty of Economics
and Business was founded at the University of Zagreb.

As our study was a survey experiment, we pre-registered the study on the Open Science Frame-
work OSF Preregistration prior to conducting the analysis, which can be accessed on the fol-
lowing OSF link or under the following DOI.

Our estimation specification is the following which we estimate using Ordinary least squares

(OLS):

Y; = o + (1 El Shatt; + S2Labour Shortage; + €; (1)

where Y; are the five outcome variables that have been dichotomised and measure immi-
gration attitudes of individual i, El Shatt estimates the effect of being in the treatment group
receiving that information vignette, and Labour Shortage estimates the effect of being in the
treatment group receiving that information vignette.
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4. Results

This section describes the results in two parts, first describing the correlates that explain positive
views on immigration within the student population, and second, by discussing the results from
the survey experiment.

4.1. What correlates to having positive views on immigration?

As a starting point, the aim was to give an overview of attitudes and preferences about immigra-
tion among the student population in Croatia. We analyzed the five questions on immigration
attitudes described in detail in the data section dichotomising them to capture positive atti-
tudes towards immigration (the equivalent of ‘positive’ and ‘extremely positive’ or values of 4
and 5 for the variables whose answers were on a 1-5 scale). The summary statistics of these
binary variables are shown in Table 2. When we look at the means of having a positive at-
titude across different consequences of immigration, we observe very different answers across
these aspects. While for example 43.5% of respondents think that immigrants will not take
their job, only 5.5% believe more immigration to Croatia is desirable and 11% of respondents
believe immigration has overall positive effects on Croatian society. As many as 34% think
that immigrants do not cause an increase in crime and 23.5% think that they there are not a
social and financial burden to society. These results suggest that very few (one in ten or one in
twenty) young individuals think that immigration to Croatia is a positive development, yet this
is not driven directly by economic concerns of those immigrants taking their jobs or becoming
a financial burden to society as many more individuals do not raise such concerns. This points
to the fact that at least for a significant share of citizens, cultural reasons and fear of a lack of
assimilation might be hindering their approval of immigration to Croatia.

Mean SD Min Max
Immigrants do not take jobs 0.4351724  0.4959506 0 1
Immigrants do not cause crime  0.3413793  0.474336 0 1
Immigrants are not a burden 0.2331034  0.4229534 0 1
Immigration has positive effects 0.1124138 0.3159838 0 1
More immigration is desireable  0.0565517  0.2310637 0 1

Observations 1450

Table 2: Summary statistics of main variables describing immigration attitudes.

Next, we examine how each of these measures of preferences on immigration is correlated
to each other in Table 3. Perhaps expectedly, we find they are all positively correlated to
each other, so that, for example individuals who think that immigrants do not take jobs or
cause crime are likelier to think that immigration has positive effects on society and is overall
desirable. Within these positive correlations, we do find higher within correlation coefficients
between the two overall measures of attitudes (such that individuals who think immigration
has positive effects on society are also much likelier to think immigration is desirable) and lower
correlation coefficients among measures of overall effects of immigration and those zooming into
an aspect of immigration consequences.

Finally, to understand immigration preferences we use the five attitudes on immigration
as outcome variables and estimate a simple linear model using ordinary least squares with
the following socio-demographic independent variables describing the respondent: sex, age,
whether they are working, whether their parents were poorer than other families, whether their

165



CRORR 17:1 (2026), 159-170 Ivandi¢ et al.: Can student attitudes toward immigration be changed?

Immigration Immigrants Immigrants Immigrants More im-

has do not take do not are not a migration
positive jobs cause crime burden is
effects desireable
Immigration has positive effects 1
Immigrants do not take jobs 0.216™** 1
Immigrants do not cause crime 0.227*** 0.345*** 1
Immigrants are not a burden 0.196™** 0.302*** 0.401*** 1
More immigration is desireable 0.357*** 0.116™** 0.151*** 0.147*** 1

* p < 0.05, ** p < 0.01, *** p < 0.001

Table 3: Correlation matriz of migration preferences.

father and mother have a college or vocational degree and higher, and which region they are
from. We also add two attitudinal variables: whether the respondent believes people are in
general trustworthy and whether the respondent is religious (regardless of the type of religion).
The results are reported in Table 4. Overall, across the five attitudes on immigration, we
don’t find that the socio-demographic characteristics are good predictors of whether or not
the individual has more positive views on immigration. While occasionally some coefficients
are statistically significant, none are significant across the majority of outcomes. However, we
find that attitudinal variables, conditional on the socio-demographic characteristics, correlate
to attitudes on immigration. Across almost all the outcomes, individuals who report that they
believe all people are trustworthy are 9 to 18 percentage points likelier to also have positive views
on immigration. On the opposite side, individuals who report to be religious are consistently
associated with a lower likelihood of accepting immigration, from around 5 to 12 percentage
points across the five measures.

4.2. Survey experiment results

The aim of this research was to also test whether and how attitudes on immigration could
be altered. We randomised the treatment, consisting of participants either being shown the
vignette describing the El Shatt refugee camp or a vignette describing the shortage in the
workforce in Croatia. As the treatment is randomly assigned, we can interpret the estimates
from Equation 1 as causal. The outcomes shown below are measured after seeing the vignettes.
The full results are reported in Table 5.

We do not find any significant effects of the vignettes on the attitudes that immigration
has overall positive effects nor that more immigration is desirable, as shown in Table 5. This
could be explained by ex-ante overall low support for immigration across these attitudes or a
treatment whose salience is not strong enough to change overall attitudes.

We do find significant and positive effects of the labour shortage treatment on the perception
whether immigrants take jobs or become a social and financial burden to the receiving country.
We do not find that this vignette has an effect on the perception whether immigrants cause
crime. These findings are suggestive that a treatment targeting concerns around the economic
impact of immigrants can change the perception of immigration as an economic threat, namely
whether the immigrant workers will take natives’ jobs or become a financial burden on the
social security system. Moreover, the treatment effects have a large magnitude - reading the
information on the lack of workers in the labour market in Croatia increases the likelihood of
believing immigrants do not take jobs by 5.7 percentage points and increases the likelihood of
perceiving immigrants as not being a burden on the social security system by 9.6 percentage
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(1) (2) 3) (4) (5)
VARIABLES Immigrants Immigrants Immigrants  Immigration More
do not take  do not cause are not a has positive  immigration
jobs crime burden effects is desirable
Men -0.016 -0.058%* -0.002 0.015 0.028**
(0.028) (0.027) (0.024) (0.018) (0.013)
Sex(NA) -0.052 -0.043 0.038 -0.026 0.094*
(0.114) (0.110) (0.098) (0.073) (0.054)
Older than 20 0.006 0.015 -0.059*** 0.001 -0.020
(0.026) (0.026) (0.023) (0.017) (0.012)
Working 0.037 0.000 0.025 0.011 0.006
(0.027) (0.026) (0.023) (0.017) (0.013)
Poorer parents 0.043 0.063 0.022 0.009 0.015
(0.048) (0.047) (0.042) (0.031) (0.023)
Educated father 0.059** 0.002 0.025 0.027 0.021
(0.029) (0.028) (0.025) (0.019) (0.014)
Educated mother -0.009 0.002 -0.010 0.012 0.009
(0.029) (0.028) (0.025) (0.018) (0.014)
Dalmacija -0.001 0.014 0.043 -0.031 0.017
(0.039) (0.037) (0.033) (0.025) (0.018)
Slavonija and Baranja -0.011 0.027 0.083%** 0.010 0.037%*
(0.037) (0.036) (0.032) (0.024) (0.017)
Istra and Primorje 0.184** 0.096 0.121 -0.034 -0.026
(0.086) (0.083) (0.074) (0.055) (0.040)
Bosna i Hercegovina 0.055 0.016 0.059 0.008 0.019
(0.055) (0.053) (0.047) (0.035) (0.026)
Other region -0.174* -0.129 -0.111 -0.046 0.015
(0.102) (0.098) (0.088) (0.065) (0.048)
People are trustworthy 0.178*** 0.089** 0.101%** 0.113*** 0.012
(0.038) (0.036) (0.032) (0.024) (0.018)
Religious -0.118%** -0.111%** -0.053** -0.076%** -0.023
(0.030) (0.029) (0.026) (0.019) (0.014)
Observations 1,450 1,450 1,450 1,450 1,450
R-squared 0.041 0.021 0.023 0.035 0.017

Standard errors in parentheses
¥ p<0.01, ** p<0.05, * p<0.1

Table 4: Immigration preferences: socio demographic characteristics and attitudinal variables.

points. In relative terms, this is a 13% increase for the former outcome and a 40% increase for
the latter outcome which is an economically sizeable effect.

The El Shatt vignette overall did not change attitudes on immigration. The only exception
is that the vignete positively affected the likelihood of perceiving that immigrants are not a
social and financial burden. Unlike Capo [9] we do not report the awakened solidarity with
migrants due to, a rather distant, refugee past that some Croatian citizens experienced during
WW?2. There are several possible reasons for the lack of solidarity. First, we opted for a refugee
experience during WW2 instead of a more recent refugee experience during the Homeland war
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in 1990s. Second, the El Shatt vignette was rather a regional experience that affected people
from Dalmatia. Third, since the 1990s and its independence, nationalist ideology has domi-
nated Croatia [32] and the El Shatt exodus experience does not fit well within that framework
and it is also questionable how familiar current students are with the story. A recent paper by
researchers from the Faculty of Political Sciences shows that during the last 30 years, the pos-
itive image of Tito and socialist movement has actually decreased over time especially among
the young, the so called democratic generation born after 1982 [34].

In sum, our research shows that attitudes are changeable, at least in the short run. Our find-
ings point to the fact that effects of potential information campaigns should be directed at
one specific concern against immigration where they might have stronger effects. Specifically,
in the two examples of the information vignettes, the one discussing labour market shortages
was more effective at changing attitudes on the economic effects of migration - whether the
immigrant workers will take natives’ jobs or become a financial burden on the social security
system.

(1) (2) (3) (4) (5)
VARIABLES Immigrants Immigrants Immigrants Immigration More
do not take do not cause  are not a has positive immigration
jobs crime burden effects is desirable
El Shatt Treatment 0.052 0.026 0.052* 0.006 -0.012
(0.032) (0.031) (0.027) (0.020) (0.015)
Labour Shortage Treatment 0.057* -0.002 0.096%** 0.021 -0.001
(0.032) (0.031) (0.027) (0.020) (0.015)
Observations 1,450 1,450 1,450 1,450 1,450
R-squared 0.003 0.001 0.009 0.001 0.001

Standard errors in parentheses
X p<0.01, ** p<0.05, * p<0.1

Table 5: Survey experiment results.

5. Conclusion

This paper investigates how individual characteristics correlate to students’ attitudes on immi-
gration and, more importantly, whether these attitudes can be changed through information
nudges. A survey analysis was conducted among 1,450 economics and business administration
students of various majors and subjects from five university cities in Croatia. The regres-
sion results show that socio-demographic characteristics are not good predictors of immigration
preferences, but attitudinal variables, conditional on the socio-demographic characteristics, cor-
relate to attitudes on immigration. The empirical strategy, for the second research question,
relied on a randomly assigned survey experiment with two treatments and one control group.
Interestingly, the main result is that the labour shortage information treatment causes a sig-
nificant change in attitudes about immigrants in the labour market and the social security
system. We find no evidence that the El Shatt treatment — when Croats were refugees — had
a causal influence on any of the five questions that measure attitudes on immigration. In a
nutshell, economics and business students positively reacted to an economic incentive (scarcity
in the labour market) while compassion and the exodus experience that their fellow citizens
experienced had no statistical effect on their responses.
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The main limitation of our study is already recognised within the field of behavioural eco-
nomics: uncertain long term effects. Information nudges, even if detected in the short run, might
not persist long enough to have an effect on long term attitudes that influence behaviour. More-
over, while the responses were anonymous, they could still display social desirability effects at
the baseline.

Overall, this research points to the positive effects information nudges can have on changing
attitudes towards migrants. If policymakers are interested in promoting a more open attitude
toward migrants, an effective strategy is to identify their main fears related to migrants through
surveys, and then with various behavioral interventions, including short-term nudges and long-
term educational policies, use evidence-based empirical analysis to dismantle myths about the
impact of immigration on various economic, social, and political outcomes in society.
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Abstract. Electoral processes are usual in most countries around the world. The most dominant
electoral system is the standard Two-Round System (TRS). Despite the variety of models for electing
public representatives, all result in public expenditure. In democratic societies, we cannot avoid such an
expense, but we can minimize it. Minimizing expenses in line with simplicity and justice of the electoral
processes is the primary goal of this paper. We propose an entirely new one-round election model that
can replace and successfully simulate the existing two-round model. Our proposed solution is unique,
and we have named it the Doubly Effective One Round election model (DEOR election model). The
literature contains many similar approaches, such as Ranked Choice Voting (RCV)/Instant-Runoff Vot-
ing (IRV), Single Transferable Vote (STV), Approval Voting, or Majority Judgment, but this proposed
model is entirely new. As the new model is based on a ranking method, it offers additional advantages
and possibilities, which are explained and illustrated through several examples in the paper. In addition
to its efficiency, the application of this model can bring significant fiscal savings.
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1. Introduction

The motivation for this paper is to improve the efficiency of the election process and reduce
public expenses, thereby creating fiscal space for other public investments and enhancing the
availability of public goods. Because most election processes consist of two rounds, the primary
goal is to have only one round. There are various options for single-round election models, but
this solution is unique. Therefore, the main objective of the paper is to develop an electoral
model that successfully simulates the classic two-round system in only one round. In this
way, the model will theoretically address a gap in the existing literature and practice. Its
implementation will increase efficiency and yield significant financial savings.

Election models or electoral systems are the foundation of parliamentary democracy. Dou-
glas Rae [26], in his 1967 work "The Political Consequences of Electoral Laws" underlines this
point and it has become one of the most renowned papers in the field of election models. A
comprehensive overview of election systems is also given in Arend Lijphart [23] significant paper
from 1994 in which the author offers a detailed analysis of 70 election systems from 27 states
during the period from 1945 to 1990. Such a large sample allowed for more precise conclusions.
One of the most significant findings is that election models in general are not as different from
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each other, nor as complex from the voters’ perspective, as they may appear initially. The
success of specific election models lies in the design of a combination of characteristics that
provide a fair and justified compromise for all stakeholders [4].

Generally, there are many dimensions of election models that are the basis for differentiation
between them. One of the simplest is the way voters’ preferences are expressed. According to
this, we may select a single candidate, use ranked choice, score voting /range voting, or approval
voting; very rarely, there is negative voting or the closure of candidates. The Doubly Effective
One Round (DEOR) model uses augmented rankings with multiple choice.

Election models can be distinguished by the number of election rounds. There is a one-round
election model (as in our DEOR model) and a two-round election model. The third and fourth
options involve iterative elections, which eliminate candidates in each round, and elections with
multiple rounds. Election models can also be differentiated by the method of decision making
after voting. We have a majoritarian system, requiring more than 50% of the votes; the second
is pluralistic (first-past-the-post-elections); the third is proportional which allows votes to be
distributed according to contribution (e.g. the d’Hondt method which is very well represented
in Croatia); and the last is compromise decision-making. Our model combines a majoritarian
model in the first round with compromise decision-making in a hypothetical second round. The
type of election result is another criterion for differentiating election models. The goal may
be to elect a single winner (as in presidential elections), multiple winners (as in parliamentary
elections), or to produce a ranked list (as in internal party processes). Our suggestion is to
elect a single winner or multiple winners. Election models can also be judged in terms of their
resistance to manipulation, such as false rankings, changes in decision, or disloyalty.

Our DEOR model increases resistance with more possibilities of voter preferences. Electin
models can also be distinguished by their transparency or the complexity of vote evaluation.
They may be simple, complex or computer verifiable. The DEOR model uses simple mechanism
that can be verified by both humans and computers. One of the criteria is the impression
of fairness of election models. Our proposed model provides very precise voter positions by
ranking politicians according to their preferences and simulates the second round of the two-
round system (TRS) in the second evaluation step, without the need to re-express preferences,
which enhances security.

This model does not concern institutional design or construction. This paper focuses on
the most efficient solution for the materialization of voters’ rights. The fundamental goal in
the process of translating voters’ preferences into election outcomes must be justice and fair-
ness. Despite all varies and different variations between countries — such as political system,
geographical dispersion, voter concentration, history, heritage, number of parties [24], level of
democracy, election structure, rule of law, level of decentralisation, social structure, economic
development, and other determinants — there are a significant number of solutions in election
process policy. Literature from this perspective has become increasingly popular [12, 14]. Ac-
cording to the complexity of the problem with collective choice and social welfare, we can say
that the main problem in a broad perspective with preferences and aspirations of voters is
interdisciplinary [30].

After the introduction in the paper, we present existing similar election models. The third
part elaborates an extended explanation of our proposal, a one-round model. The last part
presents the results and discussion of the proposed model with concluding remarks.
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2. Existing election models

In an average country in the world, elections are a democratic standard. The decisions voters
make under political circumstances are preconditions for conducting election policies. While
intentions may be positive, the outcome can be devastating. Therefore, it is important to be
aware of both the positive and negative aspects, considering all their pros and cons, as well as
the differences between the various models [28]. The most well-known model is Ranked Choice
Voting (RCV), also known as Instant-Runoff Voting (IRV). The main presumption is that voters
rank according to their preferences. If no candidate has a majority, the candidate with the fewest
votes is eliminated, and their votes are redistributed to the remaining candidates until someone
reaches a majority. Examples of such elections can be found in Australia, where they are used
for elections of the House of Representatives, as well as in some cities in the USA, such as New
York, San Francisco, and Minneapolis, and in Ireland for presidential elections. This election
model increases voter participation and reduces the intensity of negative campaigns. Another
important benefit is lower fiscal pressure on the budget [27].

The next model is the Single Transferable Vote (STV), which is a proportional system in
which voters rank politicians. The elementary concept of a proportional system is that the
distribution of politicians is the same as the distribution of views in the electorate. This model
is predominantly used in countries with strong English influence [32]. The most well-known
usage of STV is in Australia, Ireland, and Malta. This election model allows countries with
large pluralities to offer the most appropriate candidates from a wide range of political options.
Consequently, this differentiation of voters’ preferences allows smaller political parties a more
significant role in the political process and more chances for success [6]. Another consequence
is lower wastage of votes, but on the other hand, it is harder to understand how it works
in practice for an average voter. Minus is also a complicated system of vote counting. This
model is extensively elaborated in Farell and McAllister [11] on Australia’s example. Another
explanation also gives the work of Farell and Katz from 2014 [10]. According to practice,
STV can be manipulated despite the theoretical perspective, which says that STV is difficult
to manipulate [35]. The most debatable fact is the complexity of the model, and it can be
mistaken in vote counting, where analysis of mistakes has shown that those mistakes can have
a significant influence on election results [5].

Approval voting is a simple model that allows voters to approve of politicians as many
times as they want. Among all models, approval voting is the most genuine of all similar voting
systems, and it is the only model that secures the politicians with a Condorcet majority if the
preferences are dichotomous. The consequences could be strengthened for centrist politicians in
the most dominant two-party system [7]. Voters can choose more candidates from a ballot where
every chosen candidate gets one vote. There is no ranking. The candidate with the highest
number of approvals is the winner. This model is appropriate for elections with more candidates.
It eliminates vote splitting. An explanation of the model’s mathematical perspective is given
in the paper by Van der Straeten et al. [34]. Because there are significant differences between
voters in honesty [36], some authors give a comparison of election results that use approval
voting from the perspective of honest strategic voters. Approval voting advocates for more
candidates with the same treatment. Results give a better voice to voters with lower costs
at the end of the process [16]. The negative side of this model is the uncertainty of voters’
candidates’ selection because they are unsure whether to choose only one candidate or all
candidates that are acceptable to them [33]. Analysis has shown that this model gives the best
results in situations when there are not too many and not too few candidates who compete [25].

The crux of the Majority Judgment model is an entirely new theory of social choice where
voters judge the politicians [2], and it avoids and differs from the well-known Condorcet and
Arrow paradoxes [21]. Majority Judgment is an electoral reform that satisfies all the precondi-
tions for a successful election model [21]. The Condorcet rule is based on repeated voting and
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elimination of one candidate in every round, which is the basis of consistency [1], but on the
other hand it could be possible Condorcetov paradox which means that the winner candidate
wins all other in the game of pairs based on majority rule [20]. The Majority Judgment model is
more realistic and lifelike. Balinski and Laraki [2] believe that the question is not how to convert
many individual rankings into one decision, but rather, after defining a common language of
grades to measure merit, how to convert voters’ wishes into one collective evaluation of all com-
petitors. The basic presumption is to evaluate, not to compare [12]. Some disadvantages and
weaknesses of this model are shown in [19]. In the literature, there are some recommendations
to use multiwinner voting as the process in electing politicians [9], which can be a solution.

For future research, we explore some specifics for a similar RCV model. We chose RCV
because it is the most popular among researchers, and has the most usable data, which could
be a good path for the implementing our model in practice. Some research showed that Ranked
Choice Voting (RCV)/Instant-Runoff Voting (IRV) could increase voters’ participation in elec-
tions and voters’ curiosity. In contrast, others stated in favour that just younger voters are
attracted [8], but not the overall population [18]. The paper [30] shows that RCV increases
the chances for women in the election process, especially minorities. [15] showed that RCV
has a good impact on a better perception of voters on the legacy of elections and election jus-
tice in comparison with traditional election models. From the negative perspectives of RCV,
[13] concluded the importance of ballot construction as one of the significant reasons for RCV
imperfections. However, some researchers have found a solution to the challenge mentioned.
The work of [31] investigates appropriate ways of ballot construction to avoid one of the main
complaints about this method. They suggested the System Usability Scale (SUS). Such a so-
lution could also be easily implemented in the DEOR method, and it is detailed explained in
[22]. Current literature from this field and all comparable models, with their pros and cons, is
a precondition for a practical approach to implementing our DEOR model based on normative
and practical goals. The detailed explanation is given below.

3. Methodology

Considering elections where only one candidate from the election list needs to be selected, a
very common option is a classical model with two election rounds. This is the case with all
elections in the Republic of Croatia since its independence. Since the very first time, Croatia
has held eight presidential elections, 13 parliamentary elections, and nine local elections. One
of our main motivations is to reduce the fiscal costs associated with the election process, so we
propose an entirely new election model here. That model includes just one election round and
can effectively replace and simulate the existing two-round model, with additional advantages
and possibilities. In elections where only one candidate from the list needs to be selected, we
use a classical two-round model. This is the case with all elections in the Republic of Croatia
since its independence. Since the very first time, Croatia has held eight presidential elections, 13
parliamentary elections, and nine local elections. One of our main motivations is to reduce the
fiscal costs associated with the election process, so we propose an entirely new election model
here. That model includes just one election round and can effectively replace and simulate the
existing two-round model, with additional advantages and possibilities.

3.1. Classical two-round election model

This is a standard model for selecting a single candidate from the list, with the following rules.
In the first round, each voter must pick only one candidate from the ballot. If he chooses more
than one candidate or none, his ballot is invalid. If a particular candidate gets more than 50%
of the total number of valid votes, the election process is completed. Otherwise, two candidates
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with the most votes enter the second round after a few days (or weeks), where the election
process is repeated just for them.

Obviously, organizing and implementing this model requires significant financial resources.
The considerable financial savings could be achieved with just one round instead of two. How-
ever, can the overall process efficiency be retained in that case? With appropriate modification
of the voting method, the answer is positive.

3.2. New doubly effective one-round election model

The main idea behind the one-round election model is that voters rank the candidates offered
rather than choosing one. This approach is quite natural and practical. Namely, choosing only
one candidate means that all the others are discarded as worthless. But in reality, that is never
the case; everyone has their pros and cons. Each voter, according to his own perception, creates
his own mental ranking of the candidates. This model enables the voter to copy it to the ballot.
In this way, the ballot represents his real perception of all the candidates and not only one of
them.

Technically, the situation is straightforward. If we have n candidates, then each candidate
on the ballot is associated with n numbers 1, 2, 3,..., n that the voters can choose. For each
candidate, the voter has three possible choices:

e to choose only one number (number 1 if this candidate is his first option, two if he is the
second option, etc.),

e to choose two or more numbers if this candidate is one of his multiple options (e.g. 1,2
and 4 if he is the first, the second, and the fourth option),

e not to choose any number if this candidate is by no means his option.

We can see how these choices enable the voter to express their opinion of each candidate in
relation to the others. In this way, the ballot represents his complete perception of the election
list. Note that this way of filling out the ballot is very natural and familiar to the voter.

In this way, the election process is completed in one round. In order to simulate the usual
two rounds, the ballots are evaluated in two rounds.

In the first round of evaluation, valid ballots are those in which only one 1 is selected. If
more than one or no number 1 is selected, then such a ballot is invalid in this round. This fully
corresponds to the case in the classical model when more than one or no candidate is picked
out. Thus, number 1 selected for a particular candidate makes a valid vote for this candidate
in the first round, if number 1 is not selected for any other candidate on this ballot. Similarly,
as above, if someone receives more than 50% of the total valid votes, the election process is
completed, and the second evaluation round is held for the two candidates with the most votes.
Such validation makes the first round identical in both models.
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In the second round of evaluation, the valid ballots from the first round that support the two
candidates who advanced to the second round are transferred to the second round. The other
ballots are evaluated so that only the selected numbers for these two candidates are considered.
The vote goes to the candidate with a smaller selected number. Valid ballots in this round
are those with different selected numbers for these two candidates, or with a selected number
for only one of them. Invalid ballots are now those with exactly the selected numbers and
no selected number for both candidates. Let us remember that a voter can select more than
one number for the same candidate. In such a case, the smallest one is considered. Now, the
votes for these two candidates, from valid ballots in the first and second rounds, are counted
to determine the election winner.

4. Results and discussion

The method of two evaluation rounds in a one-round election model, which we have just ex-
plained, will be illustrated through several examples. Suppose we have six candidates, A, B, C,
D, E, and F, in the election. The ballot can be structured as follows.

HEHOQW >
— = =
NN DN
W Ww www
L A
ot Ot Ot Ot Ot

DYDY YD

... 1 2 3 4 5
Figure 1: Sixz candidates ballot.

Let us suppose that some voters make the following selections.

A 1 2 3 4 5 6 A 1 @ 3 4 5 6
B @ 2 3 4 5 6 B 1 2 3 4 5 6
C D 2 3 4 5 6 C 1 2 3 4 5 6
D D 2 3 4 5 6 D 1 2 @ 4 5 6
E 1 2 3 4 5 6 E 1 2 3 & 5 6
F 1 2 3 4 5 6 F 1 2 3 4 5 6

(a) Ballot 2 (b) Ballot 3

Figure 2: Ballots 2 and 3 selections.

A 1 2 3 4 O 6 A O 2 3 4 5 6
B 1 2 3 4 5 6 B 1 2 3 4 5 6
C @ 2 3 4 5 6 C 1 2 3 4 5 6
D 1 @ 3 4 5 6 D 1 2 3 4 5 6
E 1 2 3 4 5 ©® E 1 2 3 3 5 6
F 1 2 3 @ 5 6 F 1 @ 3 4 5 6

(a) Ballot 4 (b) Ballot 5

Figure 3: Ballots 4 and 5 selections.
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A O 2 3 4 5 6 A 1 2 3 4 5 ®
B @ 2 3 4 5 6 B 1 @ 3 4 5 6
C 1 ® 3 4 5 6 C 1 2 3 4 5 6
D 1 2 3 4 5 6 D ® 2 3 4 5 6
E 1 ® 3 4 5 6 E 1 2 3 4 ® 6
F 1 2 3 4 5 6 F 1 2 3 @ 5 6
(a) Ballot 6 (b) Ballot 7
Figure 4. Ballots 6 and 7 selections.
A 1 2 3 @ 5 6 A . 2 3 4 5 6
B.. DO®®®® ® |B.. DO 3 4 5 ¢
C 1 2 3 4 OB ©® C .o 2 ® 4 5 6
D 1 2 ® 4 O 6 D . O 2 3 @ 5 6
E 1 2 3 @® 6 ©® E . DO 2 3 4 B 6
F 1 2 3 4 5 6 F . @O 2 3 4 5 (®
(a) Ballot 8 (b) Ballot 9

Figure 5: Ballots 8 and 9 selections.

Let us suppose that no candidate obtains more than 50% of the valid votes in the first
evaluation round, and that candidates C and E receive the most, say 40% and 35% (note that
all the ballots with exactly one selected make 100%). They bring their votes to the second
evaluation round, where they get additional votes from the remaining ballots. C (E) gets an
additional vote if its selected number is smaller than E (C) or with any selected number if no
number for E (C) is selected. We will now evaluate the given ballots 1-9 and compare them
with the corresponding cases in the classical election model.

Ballot 1 is invalid in both evaluation rounds because it is empty, and no number is selected.
This is the same as in the classical model with an empty ballot.

Ballot 2 is invalid in the first round because multiple number 1 is selected. It is valid in the
second round where C and E are considered, and it provides the vote for C because number 1 is
selected for C and none for E. Equivalent situation in the classical model is that the voter picks
out three candidates in the first round and thus makes his ballot invalid, while in the second
round he votes for C.

Ballot 3 is invalid in the first round because no number 1 is selected, but it is valid in the
second round, where it provides the vote for C (the smaller selected number between C and E).
An equivalent situation in the classical model is that the voter does not vote in the first round,
or he leaves an empty ballot, and in the second round he votes for C.

Ballot 4 is valid in the first round, where it provides the vote for C. Since C passes to the
second round, this vote is just kept for C in the second round. Equivalently, in the classical
model, the voter gives his vote to C in the first round and in the second round again.

Ballot 5 is valid in the first round, where it provides the vote for A. Since A does not pass
to the second round, this ballot is invalid in the second round because no number for C or E
is selected. Equivalently, in the classical model, the voter gives his vote to A in the first round
and does not vote in the second one or leaves the ballot empty.

Ballot 6 is invalid in the first round because number 1 is selected twice. It is also invalid
in second round where the same number 2 is selected for C and E. Equivalent situation in the
classical model is that the voter makes multiple choice in the first and then in the second round
again.
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Ballot 7 is valid in the first round, where it provides the vote for D, but D does not pass to
the second round. The ballot is also valid in the second round where it provides the vote for
E because number 5 is selected for E and none for C. Equivalently in the classical model the
voter gives his vote to D in the first round and to E in the second one.

Ballot 8 is valid in the first round, because of one selected number 1, where it provides the
vote for B, but B does not pass to the second round. The ballot is also valid in the second
round, where it provides the vote for E because the smallest selected number for C is 5, and
for E is 3. Equivalently in the classical model the voter gives his vote to B in the first round
and to E in the second one.

Ballot 9 is invalid in the first round because of multiple selections of number 1, and also
in the second round because of the same smallest selected number (number 1) for C and E.
Equivalent situation in the classical model is multiple choice in the first round, and then again
in the second round.

The main idea was that DEOR simulates TRS as well as possible, and that is why the
evaluation rules are like that. Such an approach also has certain disadvantages. For example,
let us suppose that 90% of voters equally prefer candidates A, B, C, D with number 1 and they
ignore candidates E, F. Then their ballots are not taken into account both in the first and in
the second evaluation step and the remaining 10% of voters can choose winner E or F, although
90% of voters do not want that candidate E or F wins. An equivalent situation occurs in TRS
when 90% of voters make multiple choices for A, B, C, and D. Of course, the probability of
such a situation occurring in reality is practically zero.

Under different evaluation rules, e.g., a rule that in the first evaluation step each of candi-
dates A, B, C, D gets % vote from each ballot (in total each of them gets 22.5% of the votes),
then neither E nor F can be a winner. Such changes can improve the model, but we lose equiv-
alence with TRS. Modifying and optimizing the evaluation rules to improve the model can be
an interesting topic for future research. We summarize here the properties and advantages of
the proposed model in relation to the classical one.

As we have seen, the classical two-round election model could be replaced entirely with
the proposed one-round model. It means that the same effects obtained from two rounds can
be achieved just from one round. There are significant savings in time and money in the
organization, administration, and conduct of the election due to a single round rather than
two. There are also financial savings in the election campaign, as it is held only once. To
improve efficiency in such circumstances, the campaign should be more serious and thorough,
and its quality raised to a higher level. The election ranking method makes a ballot an image
of the voter’s detailed perception of all the candidates. It can be a background for valuable
post-election analysis of public opinion. In the classical model, if a voter gives his vote to a
candidate who advances to the second round, he can change his mind and cast his vote for
another candidate in the second round. This is not possible in the one-round model. The
candidates who pass to the second evaluation round bring their votes from the first round.
This feature encourages voters to think carefully about their choice, and candidates to conduct
their campaigns thoughtfully. If the voter chooses a particular candidate, then they should be
consistent in their choice. However, the paper based on five presidential French elections shows
that voters have different preferences between two rounds [3]. Finally, as we have seen in the
presented examples, if a voter has any doubts and cannot make a firm decision (as the classical
model forces him to do), he can express minor differences in his perception of the candidates
through the ranking method in the proposed election model.

5. Conclusion

In the paper, we show that the classical two-round election model can be replaced by a one-
round model. This can be achieved by introducing a ranking method rather than selecting a
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single candidate. Instead of conducting two rounds, the ballots are evaluated twice. The first
evaluation simulates the first round and yields the winner or two candidates for the second
evaluation. In this way, two physical rounds are replaced with two evaluation rounds. This
results in significant savings in time and money with the same output. Besides, the Doubly
Effective One Round election model (DEOR  election model) enables the voters to express their
perception of each candidate instead of choosing just one and discarding all the others. This
can be an additional motivation to vote, as many voters miss the election due to doubts about
the candidates offered.

In conclusion, the presented model is much simpler and more efficient than the existing
one. It encourages candidates and voters to approach the election process more seriously and
consistently. For subsequent research on this matter, there is room to explore the practical
and experimental aspects of this new method, and we encourage this approach, as this paper
is based solely on a theoretical perspective.
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