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Vuković, M., CB-SEM vs PLS-SEM comparison in estimating the predictors of
investment intention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

Keerthana, S., Ebenesar, A.B.J., Remya, R., A cost analysis of single-server
discouraged arrivals with differentiated vacation queueing model . . . . . . . . . 145

Dehimi, A., Boualem, M., Kahla, S., Berdjoudj, L., ANFIS computing and
cost optimization of an M/M/c/M queue with feedback and balking customers
under a hybrid hiatus policy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Sreelatha, V., Elliriki M., Reddy, C.S., Krishna, A., Multi server queuing
model with dynamic power shifting and performance efficiency factor . . . . . . . 171

Zouilekh, B., Bouroubi, S., A hybrid population-based algorithm for solving the
Minimum Dominating Set Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 185
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Abstract. Petford and Welsh introduced a sequential heuristic algorithm to provide an approximate
solution to the NP-hard graph coloring problem. The algorithm is based on the antivoter model and
mimics the behavior of a physical process based on a multi-particle system of statistical mechanics. It
was later shown that the algorithm can be implemented in a massively parallel model of computation.
The increase in computational processing power in recent years allows us to perform an extensive analy-
sis of the algorithms on a larger scale, leading to the possibility of a more comprehensive understanding
of the behavior of the algorithm, including the phase transition phenomena.
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1. Introduction

Graph coloring is one of the most studied NP-hard problems in combinatorial optimization
[17]. In addition to its purely combinatorial appeal, the graph coloring problem is widely
used in many engineering projects, including various practical problems such as planning and
scheduling, timetabling, and frequency assignment [1, 18]. It is generally believed that NP-hard
problems cannot be solved optimally in times that are polynomially bounded functions of the
input size. However, the conjecture P̸=NP? is still an open problem. This conjecture is one of
the most important problems in contemporary mathematics because it is on the list of seven
millennium problems for which a prize of 1 million dollars is offered by the Clay Institute [9].
NP-complete problems are decision problems with the following property: if any of them enjoys
a polynomial time algorithm giving the exact solution, then P=NP, thus solving the P versus
NP problem [15, 12]. On the other hand, it is widely believed that P̸=NP, in other words,
that there is no polynomial time algorithm for any NP-complete problem. It also holds true
for NP-hard problems, i.e., problems that are at least as difficult as an NP-complete problem.
Therefore, there is great interest in heuristic algorithms that can find near-optimal solutions to
the graph coloring problem (or any other NP-hard problem) within reasonable running times
for a large number of instances [11].

Threshold phenomena have attracted a lot of attention in the context of random combina-
torial problems [8] and in theoretical physics [21]. In statistical physics, phase transitions have
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been studied for more than a century. Let us only mention here that spin glasses, a purely
theoretical concept, have triggered a new branch of theoretical physics that resulted in a Nobel
Prize for Giorgio Parisi in 2022 [19]. The Ising model is a statistical model that can be used to
describe the energy of a system of atoms arranged in a lattice, where the interaction between
these atoms is governed by the interaction between their spins and a possible external magnetic
field. This model and some more complicated versions of it can then be used to describe the
behavior of spin glasses. It is well-known that the Ising model is in general NP hard [3]. On
the other hand, the Ising model is closely related to graph theory, in particular to the graph
coloring problem [3]. Graph coloring with k = 3 colors has been considered in several papers,
see [5, 2] and references therein. In a study of random graphs it was found that the phase
transition is closely related to the mean degree of the graphs. In the same paper, the analysis
implies that the hardest instances are among random graphs with an average degree between
4.42 and αcrit ≈ 4.7.

Based on the antivoter model of Donnely and Welsh [6], a randomized algorithm for graph
coloring that performs very well on some random graphs [20, 27] was proposed by Petford
and Welsh. The algorithm was later successfully tested on some other types of graphs [23].
With some straightforward modifications, the algorithm was also very competitive in frequency-
assignment problems [7, 24, 28]. Petford and Welsh experimented with their algorithm on a
model of random 3-colorable graphs. They observed that there are some combinations of
parameters of random graphs that are extremely hard for their algorithm, while their algorithm
otherwise runs in linear time, on average. Having no theoretical explanation, Petford and Welsh
write that the curious behavior “is not unlike the phenomenon of phase transition that occurs
in the Ising model, Potts model and other models of statistical mechanics”.

We have recently designed an algorithm for clustering that is motivated by this coloring
algorithm. The results were very promising [14]. This motivated us to better understand
the basic algorithm, which we did in an experimental study that is reported here. As high
inherent parallelism is an interesting feature of the approach, we implemented a parallel version
of the algorithm, keeping in mind its potential use in alternative models of computation. The
algorithm was tested on a large quantity of data so as to have a better understanding of its
performance. As the parallel execution is simulated on a sequential machine, the computation
time is naturally measured in the number of parallel steps. In particular, we run and analyse
the following experiments:

• In the experiments reported in [25, 26], the algorithms perform poorly in some instances.
We perform several experiments and test the hypothesis that the performance of the
algorithm depends only on the average degree for random graphs and for regular graphs.

• To test whether the performance of the algorithm depends on the average degree, we
test the performance by varying the average degree of the graph and the temperature
(parameter T ) of the system. We test the performance on random graphs and on r-
regular graphs (both are known to be colorable).

• We test whether the algorithm behaves in a similar way for higher-degree colorings (k =
4, 5, . . . , 10) and confirm the existence of critical regions that are related to the phase
transition phenomena.

The rest of the paper is organized as follows. In Section 2 we recall the k-coloring decision
problem and the algorithms described in [25] and [26]. In Section 3 we present the new experi-
ments and analyse the results. For our experiments we use two classes of randomly generated
k-colorable graphs.
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2. Graph coloring problem and the algorithm of Petford and Welsh

Graph coloring problem. The k-coloring decision problem (for k ≥ 3) is a well-known
NP-complete problem. It is formally stated as follows:

Input: graph G, integer k
Question: is there a proper k-coloring of G?

A coloring is any mapping c : V (G)→ N and is a feasible solution of the k-coloring problem.
A mapping c : V (G) → N is a proper coloring of G if it assigns different colors to adjacent
vertices. The cost function E(c) is the number of bad edges. By definition, the bad edges for
coloring c are edges with both ends colored by the same color in coloring c. Such vertices are
called bad. Proper colorings are exactly the colorings with E(c) = 0 and finding a coloring c
with E(c) = 0 is equivalent to answering the above decision problem. The coloring constructed
is a witness c proving the correctness of the answer. A graph for which a proper coloring with
k colors exists is said to be k-colorable.

The algorithm of Petford and Welsh. The basic algorithm [20] starts with an initial
3-coloring of the input graph that is chosen at random. Then an iterative process is started.
During each iteration, a bad vertex is chosen at random. The chosen bad vertex is recolored
randomly, according to some probability distribution. The color distribution favors colors that
are less represented in the neighborhood of the chosen vertex, see the expression (1) below. The
algorithm has a straightforward generalization to k-coloring (taking k = 3 gives the original
algorithm) [27].

In pseudo code, the algorithm of Petford and Welsh is written as follows

Algorithm 1 Petford-Welsh algorithm

1: color vertices randomly with colors 1, 2, . . . , k
2: while not stopping condition do
3: select a bad vertex v (randomly)
4: assign a new color c to v
5: end while

A bad vertex is selected uniformly at random among vertices that are endpoints of some bad
(e.g., monochromatic) edge. A new color is assigned at random. The new color is taken from
the set {1, 2, . . . , k}. Sampling is conducted according to the probability distribution defined
as follows:

The probability pi of color i to be chosen as a new color of vertex v is proportional to

pi ≈ exp(−Si/T ), (1)

where Si is the number of edges with one endpoint at v and with color i assigned to the other
endpoint. Petford and Welsh used 4−Si which is equivalent to using T ≈ 0.72 in (1). (Because
exp(−x/T ) = 4−x implies T ≈ 0.72.)

The stopping criterion includes two conditions. The algorithm stops either when the time
limit (in terms of the number of calls to the function that computes a new color) is reached,
or when a proper coloring is found. If a proper coloring is found, the answer to the decision
problem is positive, and the proper coloring is reported as a witness. In the case when no proper
coloring is found, the feasible solution with minimal cost E(c) is reported as an approximate
solution to the problem. The answer to the decision problem is in this case negative; however,
it might not be correct. Note that there is no guarantee of the quality of the solution.
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Connection to simulated annealing and the generalized Boltzmann machine.
Here we briefly discuss the parameter T of the algorithm. Due to an analogy between the tem-
perature of the simulated annealing algorithm and the temperature of the generalized Boltz-
mann machine neural network [22], parameter T can naturally be called the temperature. With
the term simulated annealing (SA) we refer to the optimization heuristics as proposed, for exam-
ple, in [16]. The Generalized Botzmann machine is a generalization of the Boltzmann machine,
a neural network that is based on a stochastic spin-glass model and has been widely used in
artificial intelligence [13]. The main difference between the two is that the generalized Boltz-
mann machine as defined in [22] uses multistate neurons, in contrast to the bipolar neurons of
the usual Boltzmann machine.

These analogies are based on the following simple observation. Pick a vertex and denote
the old color of the chosen vertex by j and the new color by i. The number of bad edges E′

after the move is

E′ = E − Sj + Si (2)

where E is the number of bad edges before the change. We define ∆E = E −E′ = Sj − Si.
During each step, j is fixed and hence Sj and E are fixed. Consequently, it is equivalent if
we define the probability of choosing the new color i to be proportional to either exp(−Si/T ),
exp(∆E/T ) or exp(E′/T ).

To see the relation to the Boltzmann machine, recall that the number of bad edges is a
usual definition of the energy function, in both the simulated annealing and in the generalized
Boltzmann machine with multistate neurons. This indicates that the algorithm of Petford
and Welsh is closely related to the generalized Boltzmann machine operating at a constant
temperature (for details, see [22] and the references therein). The major difference between the
two is in the firing rule. While in the Boltzmann machine all the neurons are fired with equal
probability, in the algorithm of Petford and Welsh, only the bad vertices are activated.

As already explained, the original algorithm of Petford and Welsh uses probabilities propor-
tional to 4−Si , which corresponds to T ≈ 0.72. Other choices of T are possible. On one hand,
low values of T make the algorithm behave very much like an iterative improvement, and it
will be quickly converging to a local minimum. On the other hand, a large T means a higher
probability of accepting a move that increases the number of bad edges. Consequently, a very
high T results in chaotic behavior that is similar to a pure random walk among the colorings,
regardless of their energy.

Both Petford and Welsh and simulated annealing are local-search-type heuristics. Besides
the different uses of T (fixed temperature versus cooling schedule), there is another slight
difference. Namely, in the usual implementation of SA, a change that improves the cost is
always accepted, while in the other case, the acceptance probability is used, which depends on
both the difference in costs and the temperature. In the algorithm of Petford and Welsh, all
the changes are made according to the probabilities using (1). The cost-improving changes thus
might not be accepted, although this happens very rarely in the majority of cases.

Thus, our algorithm is similar to both the simulated annealing heuristics and to the se-
quential operation of the Boltzmann machine. Its acceptance probability is (for a given T )
practically equivalent to the Boltzmann machine. As the Boltzmann machine is a highly paral-
lel asynchronous device, a comparison with parallel implementations is even more interesting.
Here, we recall the parallel version of the algorithm of Petford and Welsh that differs from the
generalized Boltzmann machine only in the firing rules in both phases of its operation.

Parallel algorithm. In [25], a massively parallel version of Algorithm 1 was proposed.
The naive algorithm (Algorithm 2) was later improved in [26] by a version that runs in two
phases, thus avoiding the looping that can appear for some configurations within the instance.
The improved algorithm (Algorithm 3) first aims to find a 2k coloring and does not recolor all
the bad vertices simultaneously because each change is only done with some probability (i.e.,
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0.6). In the second phase, the result of the first phase provides independent sets of vertices
that can be recolored in parallel without any conflict. The resulting algorithm still shows the
maximum speedup in comparison to the original version, e.g., the instances solved in linear
time sequentially are expected to be solved in constant time in parallel [26]. The algorithm
formally reads as Algorithm 3.

Note that in the first phase, the firing rule is nearly equivalent to that of the Boltzmann
machine in which each neuron (vertex) wakes up at some random time and performs the recol-
oring. Note that there is no synchronization among the neurons. While synchronization is not
of particular importance in the first phase of our algorithm, in the second phase, it is essential
that synchronization based on the result of the first phase is used.

Algorithm 2 Massively parallel variant of the Petford–Welsh algorithm (naive version)

1: color vertices randomly with colors 1, 2, . . . , k
2: while not stopping condition do
3: bad vertices← {v | visbad}
4: for all v ∈ bad vertices do
5: assign a new color c to v
6: end for
7: end while

 in parallel

Algorithm 3 Massively parallel variant of the Petford–Welsh algorithm

1: procedure MPPW phase1(G)
2: color vertices randomly with colors 1, 2, . . . , k, k + 1, . . . , 2k
3: while not stopping condition do
4: bad vertices← {v | visbad}
5: for all v ∈ bad vertices do
6: assign a new color c to v with a probability of 60%
7: end for
8: end while
9: return coloring c

10: end procedure

}
in parallel

11: procedure MPPW phase2(G)
12: bc← MPPW phase1(G)
13: color vertices randomly with colors 1, 2, . . . , k
14: while not stopping condition do
15: bad vertices← {v | visbad}
16: for all v ∈ bad vertices do
17: if step mod (2k) = bc(v) then
18: assign a new color c to v
19: end if
20: end for
21: end while
22: return coloring c
23: end procedure

}
in parallel
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3. Experiments

In our experiments we use two classes of graphs. The first class is graphs of the form

G(n, k, p), (3)

where n is the number of vertices, k is the number of partitions and p is the probability that
two vertices from distinct partitions are adjacent (see [20, 25, 10]).

The second class is d-regular graphs of the form

R(n, k, d), (4)

where n is the number of vertices, k is the number of partitions and d is the degree of vertices.
The Python code for generating such graphs can be found in [10]. In short, the algorithm splits
the vertices into k partitions and connects, in a random order, each vertex to d randomly chosen
vertices in distinct partitions. If there are vertices left that are not of degree d and cannot be
connected, we delete an edge and add two other edges. More precisely, if u and v are vertices
with deg(u) < d and deg(v) < d, then we find an edge u′v′, such that u and u′ do not belong to
the same partition and v and v′ do not belong to the same partition. We delete the edge u′v′

and add edges uu′ and vv′ to the graph.

In both cases the partitions are of equal size if k divides n, otherwise their sizes differ by at
most one vertex.

Preliminary experiment. With the code in [10] we reproduced the results from [25, 26],
with a much larger sample size, n = 10000 (instead of n = 100). The results are presented in
Figure 1, confirming that our implementation runs exactly the same algorithm as the original.

Figure 1: Performance of IMPPW (parallel steps as a function of n), see Table 1 that
resembles Table 1 in [25].
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p = 0.1
n T2(n) succ. runs
30 19. 100
60 261. 89
90 345. 93

120 142. 100
180 99. 100
240 71. 100
300 52. 100
360 45. 100
420 40. 100
480 39. 100
540 36. 100
600 35. 100
660 34. 100
720 34. 100
780 32. 100
840 33. 100
900 32. 100

p = 0.5
n T2(n) succ. runs
30 33. 100
60 25. 100
90 24. 100

120 23. 100
180 22. 100
240 22. 100
300 21. 100
360 21. 100
420 21. 100
480 21. 100
540 21. 100
600 22. 100
660 21. 100
720 22. 100
780 21. 100
840 21. 100
900 21. 100

Table 1: Performance of IMPPW (number of parallel steps as a function of n). Number of
successful runs (out of 100) is given in the third column.

Observe that the algorithm does not perform well on a narrow interval only, which we call
the critical region. Observing some experimental results, limited by the computing resources
available at the time, the following conjecture was proposed [27].

Conjecture 1. The critical regions are characterized by the equation

2pn

k
≈ 16

3
. (5)

This conjecture generalizes the conjecture of Petford and Welsh, who observed that the
equation 2pn

3 ≈
16
3 is valid within the critical region [20]. More precisely, they observed that

given p, the graphs G(n, 3, p) with n ≈ 8
p are likely hard instances for the algorithm.

After we confirm the basic observations in the main references, we continue with experi-
mental results that can shed some more light on the behaviour of the algorithm and possibly
on some more general phenomena. In particular, we wanted to understand better, if and how
the hard instances can be related to the average degree of the graphs. In relation to this, we
wish to check whether the conjecture above captures the main information that determines
the critical regions. Furthermore, we are interested in the question “what is the effect of the
temperature” (or, equivalently, the basis of the exponent expression (1)) on the performance
of the algorithm? Below we provide the results of the experiments with some comments that
answer some questions and, at the same time, highlight some new questions.

First experiment. In the first experiment we show that, with a fixed number of compo-
nents, the critical region depends on the average degree d(G) of the graph, where

d(G) =
np(k − 1)

k
. (6)

We choose four datasets: graphs of classes G(90, 3, p), G(120, 3, p), G(300, 3, p), and G(3000,
3, p). The sample size is 10000 for n ∈ {90, 120, 300} and a bit smaller, 2000, for n = 3000. We
choose the parameter p in such a way that the average degree of each class varies from 2 to 9.
The results are presented in diagrams in Figure 2.
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Figure 2: Performance of IMPPW (steps as a function of average degree).

Note that in all four experiments, the extreme value does not depend on the number of
vertices. It is obvious that the hard instances are in the interval where the average degree is
between 4 and 5; even more, the peaks are within the range 4.5–4.7 in all four diagrams.

The phenomena can be explained as follows. Observe that before the critical region (d(G) <
4.5), the partitions (e.g., sets of vertices of the same color in a proper coloring) are loosely defined
and there are multiple optimal solutions (see Supplementary Video 1). On the other hand, after
the critical region (d(G) > 4.7), the algorithm converges fast, since the partitions are densely
connected and thus very well defined (see Supplementary Video 3). For a graph in the critical
region see Supplementary Video 2. All three videos can also be accessed at [10].

Figure 3: Performance of IMPPW (basis vs. number of steps).
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Figure 4: Performance of IMPPW (basis vs. number of steps for d-regular graphs).

Second experiment. In this experiment, we vary the parameter b over the values from
2 to 10 and measure the performance of the algorithm in the classes G(120, 3, p), where p is
chosen in such a way that the average degrees are 3.2, 4.4, and 8.0. The results are presented
in the diagram in Figure 3.

We conclude that the basis b does not dramatically influence the performance. Seemingly,
the values between 3.0 and 4.0 are well behaved and indeed, taking any value b ∈ [3, 4], perform
similarly. We repeat the experiment on the graphs R(120, 3, d), where d = 2, 3, . . . , 8. The
results are presented in the diagram in Figure 4 and clearly confirm the earlier observations.

The question “what is the optimal value b?” should have an answer between 3 and 4. Note
that this is a question equivalent to the question as to which is the optimal temperature of
the simulated annealing (i.e. “annealing” with constant temperature)? However, this seems to
be a rather complex problem [4, 29]. (Recall that exp(−x/T ) = b−x so b = exp(1/T ).) As
our insight is limited by the special class of instances used, we do not wish to dig deeper into
the question of optimal b. On the other hand, we can confirm that, probably, the algorithm is
robust regarding the choice of b and, equivalently, to the choice of parameter T ).

Third experiment. In this experiment we compute the run times for the graphs in
G(n, k, p) where we fix k = 3, 4, . . . , 8 partitions and n = 60, 120, 240 vertices, and in each
case observe how the number of steps needed depends on the probability p. In all the experi-
ments the sample size is 5000. The results are presented in Figure 5.

According to Conjecture 1, the hard instances are characterized by some constant value of
2pn
k . However, in Figure 6 we observe how the performance depends on 2pn

k . We conclude that

the critical region is not characterized exactly by 2pn
k , thus the Conjecture 1 should be replaced

by a better one.

In Figure 7 we plot how the number of steps depends on the expression p(k−1)
k , which is

proportional, if n is fixed, to the average degree. We observe from the figure that the critical
region cannot be explained only by the average degree.
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Figure 5: Performance of IMPPW for k-colorings. The graphs show how the number of steps
depends on the parameter p.

Figure 7: Performance of IMPPW for k-colorings. The graphs show how the number of steps

depends on the average degree, which is proportional to p(k−1)
k .

At present we do not have a good idea of how to improve the conjecture to better characterize
the critical region with an expression that would have some natural meaning. We have tested
some slight modifications and found that the expression p

k−1.5 remains fairly constant for varied
k. See Figure 8, where we plot how the number of steps depends on the expression p

k−1.5 .



A fresh look at a randomized massively parallel graph coloring algorithm 115

Figure 6: Performance of IMPPW for k-colorings. The graphs show how the number of steps
depends on the parameter p.

Figure 8: Performance of IMPPW for k-colorings. The graphs show how the number of steps
depends on the expression pn

k−1.5 . The cut-off is due to the time constraint of the algorithm.

Therefore, it seems that the critical region is approximately characterized by the equation

np

k − 1.5
≈ 4.3. (7)
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4. Conclusions

A parallel version of Petford and Welsh’s k-coloring algorithm was extensively tested on two
classes of random graphs. The conjecture about the existence of a critical region where the
algorithm has nearly prohibitively long run times was confirmed for the case k = 3, while a
generalized conjecture [27] was shown to need an adjustment. More precisely, we have observed
that the critical region appears where p

k−1.5 holds. This result opens at least two interesting
questions.

• can the property np
k−1.5 ≈ 4.3 be naturally explained as some feature of the instances?

• is there another expression that fits the data, and has some meaning that can explain the
structure of hard instances?

In contrast to the graph classes of k colorable graphs used in this paper, the usual random

graph model considered are graphs G(n, p) where each of the possible n(n−1)
2 edges appears

independently with a probability p. Not surprisingly, for 3-coloring, it is found that the critical
mean degree where the phase transition occurs is around αcrit ≈ 4.7, for example, the estimate
4.703 was put forward in [2]. In the same paper, the analysis implies that the hardest instances
are among the graphs with an average degree between 4.42 and αcrit. It seems that the k-
coloring was not considered, hence we cannot compare our findings about the hardest instances
with previous work. We conclude that further study of the critical regions is a promising avenue
of research that might have some implications that go beyond understanding of the behavior of
the algorithm of Petford and Welsh.
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1. Introduction

Electoral systems can be analyzed by means of their numerous properties. For instance, elec-
toral participation, number of parties [12] proportionality [18], party power and coalitions [20],
government stability [9] can be observed. These features of electoral systems have certain in-
fluence on the electoral outcome and on the political structure of the country.
The number of parties in an electoral system is important, because it describes a basic vari-
able of the electoral system. Several quantitative indicators of the effective number of parties
that refer to the phase of electoral process before the transformation of votes into seats can
be considered [4]. In this paper some indicators in relation to the empirical cases of elections
in different countries are considered. Some indicators of effective number of parties are sensi-
tive to the formal count n of parties [7]. The contribution of this paper to the reduction of
this sensitivity is through modification of these indicators which is suggested by elimination of
tiny parties. These modified indicators are calculated in several cases of elections in various
countries and compared with corresponding indicators (the idea of not taking into account tiny
parties has been used with Rae disproportionality indicator [19]). Some recent research about
the effective number of parties can be seen in [8, 13, 22].

The government formation appears in electoral phase which is after the transformation of
votes into seats. There are various approaches to this complex problem [9, 11, 21]. Numerous
factors can influence the government stability (e.g., image of competence, government provided
staff, media exposure, see [17, 10], and some recent research can be seen in [1, 3, 5]. With
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regard to the government stability, a special indicator which is called the expectation of gov-
ernment stability can be observed [4]. In the paper, this indicator is viewed from the empirical
standpoint by a few examples of elections in several countries. The formula of the indicator
of the government stability expectation uses the so-called minimal winning coalitions with dis-
tance threshold [4]. However, in certain practical situation the minimal winning coalitions with
distance threshold can be formed with a very small possibility. This paper contributes by the
modification of this indicator, by using the so-called politically feasible winning coalitions [15]
that can better correspond real situation of government formation. In several empirical cases
of various parliaments, the modified expectation of government stability is calculated and com-
pared with the indicator of government stability expectation.

In Subsection 1.1, some well-known indicators of the effective number of parties are de-
scribed.

1.1. The number of political parties

The formal number n of parties that go to elections can be just counted, but it does not seem to
be the best way to describe complex relationships between the parties and their relative strength.
The effective number of parties is used as an important parameter to illustrate competitive
relation between the various actors of the political system. For example, if the total number
of parties that participate in the election is n ≥ 3 where two parties have approximately equal
number of votes and almost all the votes together, then that system can be considered as a
two-party system.

Therefore, with respect to the effective number of parties in the system, the votes each
party obtains are taken into account by many proposed indicators. They refer to the pretrans-
formation phase of the electoral process, i.e., before the transformation of votes into seats. The
following notation is used:

• n ≥ 2 - the total number of parties in the elections

• vi > 0 - the number of votes that party i has got in the election (i = 1, . . . , n), and

P =

n∑
i=1

vi

• ωi =
vi
P

- vote share of the party i (i = 1, . . . , n), where

n∑
i=1

ωi = 1 .

General indicator Nα for the effective number of parties in the electoral system, where vote
shares ωi is considered, is the following:

Nα = (

n∑
i=1

ωα
i )

1
1−α , (1)

where α is parameter.
Notice that for α = 2, from (1) one gets the Laakso-Taagepera index [12]

N2 =
1∑n

i=1 ω
2
i

. (2)

Notice that the vote share of the party i, ωi =
vi
P
, can be viewed as the probability that one

randomly selected voter votes for the party i. Thus, quantity in the denominator of (2),

n∑
i=1

ω2
i ,
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represents the probability that two randomly selected voters vote for the same party.

Reciprocally, the probability that two randomly selected voters do not vote for the same
party is the following:

1−
n∑

i=1

ω2
i = F2, (3)

where F2 is called the vote fractionalization [18]. It holds that F2 ∈ [0, 1].

From (2) and (3) it follows that

F2 = 1− 1

N2
. (4)

When parameter α tends to 1, then from (1) one obtains the so-called Wildgen index N1 [24]:

N1 = lim
α→1

Nα = e

−
n∑

i=1

ωilnωi

. (5)

Notice that when parameter α tends to 0, then the general indicator Nα by (1) tends to n.

It can be seen that Laakso-Taagepera indicator N2 is too sensitive to the share of votes
of the largest party. The Wildgen indicator N1 is more sensitive than the others to the total
number of parties, even if they are tiny. In order to improve these imperfections, the Molinar
indicator (denoted by NP ) was introduced in the following form [16]:

NP = 1 +

∑n
i=1 ω

2
i − ω2

[1]

(
∑n

i=1 ω
2
i )

2
= 1 +N2 −N2

2 · ω2
[1], (6)

where ω[1] is the largest vote share. The Molinar indicator uses Laakso-Taagepera indicator N2

and separates the largest party.

The following properties hold: NP ≤ N2 ≤ N1 . Further, when ωi =
1

n
, ∀i = 1, . . . , n, then

NP = N2 = N1 = n.

In Section 2, some well-known indicators of the effective number of parties are examined by
the cases of elections for the European Parliament in the EU member states, and modification
of these indicators is suggested. In Section 3 the indicator of the expectation of government
stability is considered in several empirical cases of parliaments after elections in certain countries
in the EU and its modification is suggested. Finally, in Section 4 a few concluding remarks are
given with respect to the suggested modified indicators which provide certain improvements
compared to the original indicators.

2. Example for the EU states. Modified indicators of the number of
parties.

Example 1. In this example indicators N2, N1 and NP have been calculated in the cases of
elections for the European Parliament in 2004, 2009, 2014, 2019 and 2024 in every member
state of the European Union (EU). All member states of the EU use proportional electoral system
in these elections [6].

Corresponding values of these indicators per EU member state are given in Table 1. (Since
2020, the United Kingdom is not member of the EU.)
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St. F2 N2 N1 NP n

Ge 0,791226 4,79 7,17 2,73 24
0,824429 5,70 8,28 3,65 32
0,808839 5,23 7,66 3,76 25
0,85836 7,06 10,11 5,52 41
0,871574 7,79 11,06 5,38 35

Fr 0,845679 6,48 8,12 3,97 11
0,857488 7,02 9,82 5,34 34
0,848311 6,59 8,17 4,90 12
0,846433 6,51 8,38 4,22 12
0,837767 6,16 8,94 3,40 37

It 0,833528 6,01 9,59 3,52 25
0,782984 4,61 6,52 2,97 16
0,752989 4,05 5,51 2,36 12
0,787954 4,72 6,37 3,11 18
0,823983 5,68 7,40 4,01 15

(U) 0,833457 6,00 8,61 4,58 32
0,847336 6,55 9,47 4,34 31
0,80597 5,15 7,46 4,28 30
0,824739 5,71 8,13 3,74 23

Sp 0,631421 2,71 3,56 2,30 31
0,659211 2,93 4,18 2,37 35
0,844335 6,42 9,77 4,48 39
0,81255 5,33 7,45 3,2 32
0,770479 4,35 6,56 3,10 34

Pl 0,866993 7,52 9,58 5,24 21
0,70595 3,40 4,61 2,12 12
0,773091 4,41 5,90 3,40 12
0,638856 2,77 3,48 2,19 9
0,708468 3,43 4,18 2,81 11

Ro 0,829278 5,86 7,976 4,01 14
0,77561 4,46 5,31 3,54 8
0,800973 5,02 7,36 2,46 16
0,813011 5,35 6,84 4,26 14
0,720669 3,58 5,67 1,56 13

Ne 0,844502 6,43 8,14 4,96 15
0,871897 7,81 8,93 6,36 17
0,888711 8,99 10,16 8,05 19
0,887935 8,92 10,54 7,04 16
0,88511 8,70 10,94 6,33 15

Be 0,881528 8,44 9,90 7,28 22
0,906863 10,74 12,64 9,34 30
0,896797 9,69 11,19 7,97 15
0,907875 10,85 11,90 9,49 18
0,903734 10,39 11,67 9,03 18

Gr 0,686474 3,19 4,49 2,31 21
0,745303 3,93 5,88 2,86 27
0,851304 6,73 11,04 4,53 40
0,818273 5,52 10,22 3,18 40
0,857895 7,04 10,71 4,04 31

Cz 0,831157 5,92 8,52 3,76 31
0,819901 5,55 8,88 3,50 33
0,892622 9,31 12,28 8,06 38
0,879694 8,31 11,31 6,21 39
0,846182 6,50 9,14 4,61 30

Sw 0,848514 6,60 7,70 4,97 15
0,85808 7,05 8,62 5,09 15
0,864653 7,39 8,71 5,19 14
0,854204 6,86 8,02 5,26 22
0,848483 6,60 7,81 4,93 20

St. F2 N2 N1 NP n

Pr 0,653222 2,88 3,76 2,10 13
0,769197 4,33 5,53 3,17 13
0,76603 4,27 5,89 3,16 16
0,790327 4,77 6,98 2,84 17
0,767989 4,31 5,87 3,32 17

Hu 0,647964 2,86 3,64 2,03 8
0,626287 2,68 3,72 1,40 8
0,684297 3,17 4,40 1,51 8
0,677473 3,10 4,62 1,44 9
0,698806 3,32 4,58 2,12 11

Au 0,741729 3,87 4,41 3,21 6
0,794289 4,86 5,53 3,74 8
0,801197 5,03 5,81 4,49 9
0,766852 4,29 4,87 3,09 7
0,797473 4,94 5,53 4,37 7

Bu
0,853409 6,82 8,28 5,05 14
0,8225 5,63 7,84 3,70 22

0,815498 5,42 7,78 3,75 23
0,862094 7,25 10,12 5,14 31

De 0,816956 5,46 8,14 3,28 9
0,840611 6,27 6,94 5,46 9
0,83283 5,98 6,77 4,45 8
0,84957 6,65 7,86 5,21 10
0,887333 8,88 9,8 7,48 11

Fi 0,819971 5,55 7,74 4,82 14
0,845158 6,65 7,55 5,21 14
0,853799 6,84 7,88 5,45 15
0,861045 7,20 8,36 5,96 18
0,848415 6,60 7,69 4,92 14

Sk 0,86318 7,31 10,77 6,75 17
0,829075 5,85 8,30 3,34 16
0,891787 9,24 13,69 5,28 29
0,890687 9,15 12,52 6,76 31
0,828227 5,82 8,04 4,20 23

Ir 0,786302 4,68 5,96 3,77 7
0,807732 5,19 6,06 3,90 8
0,817256 5,47 6,47 4,98 11
0,826356 5,76 7,01 3,86 13
0,869713 7,68 9,98 6,13 16

Cr
0,779832 4,54 8,25 3,31 28
0,72322 3,61 5,47 2,37 25
0,88493 8,69 13,10 5,79 33
0,791779 4,80 7,54 2,96 25

Li 0,842445 6,35 8,14 3,68 12
0,853568 6,83 9,09 4,46 15
0,862893 7,29 8,07 6,66 10
0,892238 9,28 11,65 6,91 16
0,88685 8,84 11,21 6,29 15

La 0,840644 6,28 8,97 3,71 16
0,864835 7,40 9,83 5,04 17
0,731497 3,72 5,59 1,72 14
0,844416 6,43 8,15 4,55 16
0,852599 6,78 9,16 4,82 16

Sn 0,83317 5,99 7,21 5,0 13
0,837013 6,14 7,42 4,46 12
0,87335 7,90 10,36 5,07 16
0,848132 6,58 8,54 4,60 14
0,82428 5,69 7,43 3,66 11

Table 1a: Indicators per the EU state in 5 electoral years.
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State F2 N2 N1 NP n

Estonia 0,793738 4,85 7,64 2,67 11
0,792391 4,82 5,90 4,24 12
0,81064 5,28 5,78 4,63 9
0,822843 5,65 6,57 4,45 10
0,840226 6,26 7,05 5,45 10

Cyprus 0,789211 4,74 5,59 3,95 10
0,724208 3,62 4,48 2,95 9
0,75992 4,17 5,59 2,69 11
0,800278 5,01 6,35 3,90 14
0,828763 5,84 7,11 4,75 14

Luxembourg 0,761747 4,20 4,92 2,77 7
0,79358 4,84 5,62 3,54 8
0,81064 4,73 6,14 2,56 9
0,822843 6,25 7,13 5,45 10
0,835228 6,07 7,34 5,14 13

Malta 0,598492 2,49 2,88 2,04 8
0,535367 2,15 2,46 1,76 10
0,553163 2,24 2,60 1,81 7
0,560188 2,27 2,78 1,75 9
0,614569 2,59 3,27 2,22 9

Table 1b: Indicators per member states of the EU in 5 electoral years.

In Table 1a, 1b extreme values of corresponding indicators can be noticed and they are given
in Table 2.

minN2 = 2, 15 Malta, 2009 maxN2 = 10, 85 Belgium, 2019
minF2 = 0, 535367 maxF2 = 0, 907875

minN1 = 2, 46 Malta, 2009 maxN1 = 13, 69 Slovakia, 2014

minNP = 1, 40 Hungary, 2009 maxNP = 9, 49 Belgium, 2019

( minn = 6 Austria, 2004 ) (maxn = 41 Germany, 2019)

Table 2: Extreme values of indicators from Table 1.

In order to summarize multitude data in Table 1, let us observe the average values of indi-
cators per states in EU that are given in Table 3. Average values of the indicator N2 of each
EU member state are illustrated in Figure 1.

Ge Fr It (U) Sp Pol R N Be Cz Gr H Por Sw A Bu Fi D Sk Ir Cr Li La Sn Cy E L M
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Average N_2 per Member States

Figure 1: Average values of the indicator N2 of each EU member state.

In order to summarize a lot of data in Figure 1, the average values of indicator N2 per states
in EU are rounded and put together by integer values in the groups: 2, 3, . . . ,8, ≥ 9. These
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Indicator F̄2 N̄2 N̄1 N̄P n̄

Germany 0, 830886 6, 11 8, 86 4, 21 31, 4

France 0, 847136 6, 55 8, 69 4, 37 21, 2

Italy 0, 796288 5, 01 7, 08 3, 19 17, 2

(UK) 0, 827876 5, 85 8, 42 4, 23 29

Spain 0, 743599 4, 35 6, 30 3, 09 34, 2

Poland 0, 738672 4, 31 5, 55 3, 15 13

Romania 0, 787908 4, 85 6, 63 3, 17 13

Netherlands 0, 875631 8, 17 9, 74 6, 55 16, 4

Belgium 0, 893723 10, 02 11, 46 8, 62 20, 6

Czechia 0, 853911 7, 12 10, 03 5, 23 34, 2

Greece 0, 79185 5, 28 8, 47 3, 38 31, 8

Hungary 0, 666965 3, 03 4, 19 1.7 8, 8

Portugal 0, 749353 4, 11 5, 61 2, 92 15, 2

Sweden 0, 854787 6, 9 8, 17 5, 09 17, 2

Austria 0, 780308 4, 60 5, 23 3, 78 7, 4

Bulgaria 0, 838375 6, 28 8, 51 4, 40 22, 5

Finland 0, 845678 6, 57 7, 84 5, 27 15

Denmark 0, 84546 6, 65 7, 90 5, 18 9, 4

Slovakia 0, 860591 7, 47 10, 66 5, 27 23, 2

Ireland 0, 821472 5, 76 7, 10 4, 53 11

Croatia 0, 79494 5, 41 8, 59 3, 61 27, 75

Lithuania 0, 867599 7, 72 9, 63 5, 6 13, 6

Latvia 0, 826798 6, 12 8, 34 3, 97 15, 8

Slovenia 0, 843189 6, 46 8, 19 4, 56 13, 2

Estonia 0, 811968 5, 37 6, 59 4, 29 10, 4

Cyprus 0, 780476 4, 68 5, 82 3, 65 11, 6

Luxembourg 0, 804808 5, 22 6, 23 3, 89 9, 4

Malta 0, 572356 2, 35 2, 80 1, 92 8,6

Table 3: Average values of indicators per the EU member state.

groups are the following: 2 ≡ {MAL}, 3 ≡ {HUN},
4 ≡ {SPA, POL, POR}, 5 ≡ {ITA, ROM, GRE, AUS, CRO, EST, CYP, LUX },
6 ≡ {GER, (UK), BUL, IRE, LAT, SLOVEN},
7 ≡ {FRA, CZE, SWE, FIN, DEN, SLOVAK}, 8 ≡ {NET, LYT}, 9 ≡ {BEL},
and they are illustrated in Figure 2.

<2 3 4 5 6 7 8 >9
0

2

4

6
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Distribution of average N_2

Figure 2: Average values of the indicator N2 of each EU member state, rounded and grouped at
integer values: 2,3, . . . ,8, ≥ 9.

With respect to the indicators of the effective number of parties, each EU member state has
its specific values of indicators, that also depend on the year in which the elections are held.
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2.1. Modified indicators of the number of parties

In order to reduce a sensitivity of indicators N2, N1, NP to the formal count n of parties, these
indicators are modified by eliminating ”tiny” parties. Therefore, parties that are above the
threshold of 0, 5% (i.e., the set I ′ = {i : ωi > 0, 005}, where |I ′| = nM ) are taken into account.
Then the corresponding modified vote shares are determined by the expression:

ω′
i =

vi∑
i∈I′ vi

, i ∈ I ′ . (7)

Thus, the corresponding modified indicators are obtained as follows. The modified Laakso-
Taagepera index has the form (from (2)):

MN2 =
1∑

i∈I′

ω′
i
2
. (8)

In connection with the indicator MN2, the modified fractionalization can be obtained from (4):

MF2 = 1−
∑
i∈I′

(ω′
i)

2 = 1− 1

MN2
. (9)

In addition, the modified Wildgen index is defined by the following formula (from (5)):

MN1 = e

−
∑
i∈I′

ω′
i · lnω′

i

(10)

The modified Molinar index has the following form (from (6)):

MNP = 1 +

∑
i∈I′(ω′

i)
2 − (ω′

[1])
2

(
∑

i∈I′ ω′
i
2)2

= 1 +MN2 −MN2
2 · (ω′

[1])
2, (11)

where ω′
[1] is the largest vote share.

Example 2. In this example modified indicators MN2, MN1 and MNP have been calculated
in the cases of elections for the European Parliament in 2004, 2009, 2014, 2019 and 2024 in
member states of the European Union (EU), as in Example 1.

Some results about the indicators and the modified indicators of the effective numbers of
parties are given for certain cases of EU member states, in Table 4.

Portugal F2 = 0, 767988 N2 = 4, 31 N1 = 5, 87 NP = 3, 32 n=17
(2024) MF2 = 0, 762028 MN2 = 4, 20 MN1 = 5, 46 MNP = 3, 26 nM = 9
Spain F2 = 0, 770479 N2 = 4, 35 N1 = 6, 56 NP = 3, 10 n=34
(2024) MF2 = 0, 760097 MN2 = 4, 17 MN1 = 5, 77 MNP = 3, 01 nM = 11
Croatia F2 = 0, 791779 N2 = 4, 80 N1 = 7, 54 NP = 2, 96 n=25
(2024) MF2 = 0, 782055 MN2 = 4, 59 MN1 = 6, 70 MNP = 2, 87 nM = 14
Belgium F2 = 0, 903734 N2 = 10, 39 N1 = 11, 67 NP = 9, 03 n=18
(2024) MF2 = 0, 902692 MN2 = 10, 28 MN1 = 11, 34 MNP = 8, 94 nM = 13

Germany F2 = 0, 871574 N2 = 7, 79 N1 = 11, 06 NP = 5, 38 n=35
(2024) MF2 = 0, 861605 MN2 = 7, 23 MN1 = 9, 28 MNP = 5, 06 nM = 15

Table 4: Comparison of indicators and modified indicators.

Table 4 shows that the modified indicators have smaller values than the original indica-
tors. The modified indicator MN1 has got the largest decrease in comparison with the modified
indicators MN2 and MNP .
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3. Indicator of the expectation of government stability

After transformation of votes into seats, a government can be formed if it has support of more
than 50% of the representatives. The winning coalition is a coalition that has more than 50% of
the seats in the parliament. Therefore, the winning coalitions (i.e., a parliamentary majority)
are neccessary for government formation in most cases. Greater fractionalization (i.e., greater
the effective number of parties) leads to more difficult formation of a parliamentary majority.
Political differences between parties makes some winning coalitions almost impossible. There
are different approaches within public choice theory regarding the minimal winning coalition [23]
and the minimal-connected-winning coalition [2]. For example, the subset of minimal winning
coalitions, denoted by CdM , that have political distance which is lower than a given threshold
d can be taken into account [4].

With respect to this, one can consider government stability, i.e., how stable a government is
or how long it will last. In analysis of government stability one can use the historical approach,
or approach based on measuring the expectation for a stable government.

The indicator called the expectation of government stability is defined as follows ([4]):

ES =
1

|CdM |
∑

C∈CdM

w(C)σ(C)

|C|
, (12)

where:
CdM is the subset of minimal winning coalitions whose political distance is lower than a

given threshold d,
σ(C) is the share of total seats that a minimal winning coalition C ∈ CdM holds,
w(C) is a weight associated with the coalition C ∈ CdM .

One can see by (12) that the indicator ES has values in [0, 1] and increases when the number of
seats s(C) of minimal winning coalition C increases, and when there exist ’large parties’ that
are frequently contained in the set of CdM . On the other side, indicator ES decreases when the
number of coalitions |CdM | increases, and when the number of parties |C| that form a minimal
winning coalition C increases.

This indicator is presented by a few cases of elections in certain countries as follows.

Example 3. In this example indicator ES is calculated in several empirical cases of parliaments
after elections in certain countries in the EU. In addition, the indicator ES in the cases of the
EU Parliament after elections in 2014 and 2024 is calculated.

Some obtained results about the values of indicator ES are given in Table 5a, 5b and 5c.

From Table 5a, 5b, 5c, it can be seen that empirical values of this indicator are in accordance
with its theoretical properties.

Remark 1. Notice that if there is only one minimal winning coalition with given threshold,

i.e., if |CdM | = 1, then ES = σ(C)
|C| .

3.1. Modified indicator of the expectation of government stability

The indicator ES (12) takes into account the set CdM of minimal winning coalitions with
distance threshold d. However, a formally measured political distance between the parties in a
minimal winning coalition does not have to significantly affect government stability.

Thus, instead of the set CdM , it can be reasonable to take into account the set of politically
feasible winning coalitions, which depends on practical political and social relationships between
parties [15]. The set of politically feasible winning coalitions could be determined by political
experts (let us denote it by CP ).
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Country, Year Total seats, Quota CdM ES

Croatia, 2015 S = 151, q = 76 {{59, 15, 8}, {56, 15, 8}} 0, 089
Croatia, 2020 S = 151, q = 76 {{61, 3, 12}, {12, 61, 3}} 0, 084
Croatia, 2024 S = 151, q = 76 {{61, 12, 4}, {10, 42, 5, 11, 4, 4}} 0, 058
Spain, 2016 S = 350, q = 176 {{137, 32, 17}, {85, 71, 17, 7}} 0, 075

Slovenia, 2022 S = 90, q = 46 {{41, 7}, {41, 5}} 0, 131
Austria, 2019 S = 183, q = 92 {{71, 26}, {71, 31}} 0, 136

Euro. Parl., 2014 S = 751, q = 376 {{215, 74, 46, 39, 16}, {189, 70, 52, 50, 16}} 0, 051
Euro. Parl., 2024 S = 720, q = 361 {{188, 77, 136}, {188, 78, 84, 25}} 0, 077

Table 5a: Values of ES when |CdM | = 2.

Country, Year Total seats, Quota CdM ES

Croatia, 2020 S = 151, q = 76 {{10, 2, 61, 3}, {2, 61, 3, 10}, {61, 3, 10, 2}} 0, 042
Croatia, 2024 S = 151, q = 76 {{61, 12, 4}, {61, 5, 4, 4, 2}, {10, 42, 5, 9, 2, 4, 4}} 0, 034
Slovenia, 2018 S = 90, q = 46 {{25, 10, 7, 4}, {25, 13, 10}, {13, 10, 10, 9, 4},

{13, 10, 10, 9, 5}, {13, 10, 10, 7, 5, 4}} 0, 023
Austria, 2013 S = 183, q = 92 {{52, 47}, {47, 40, 11}, {47, 40, 9}} 0, 067

Table 5b: Values of ES when |CdM | > 2.

Country, Year Total seats, Quota CdM ES

Hungary, 2018=2014 S = 199, q = 100 {{133}} 0, 668

Austria, 2017 S = 183, q = 92 {{62, 51}} 0, 309

Croatia, 2020 S = 151, q = 76 {{12, 61, 3}} 0, 168

Croatia, 2024 S = 151, q = 76 {{61, 12, 4}} 0, 170

Table 5c: Values of ES when |CdM | = 1.

In addition, a feasible winning coalition does not have to be a minimal winning coalition. In
that case, one can look at the number of parties that are critical in a feasible winning coalition
C, denoted by |Ccrit|. (By definition, the party i is critical in the coalition C, if when it exits the
coalition C, the coalition C \ {i} becomes the non-winning.) Here, based on the formula (12),
the modified expectation of government stability can be proposed by the following formula:

ESM =
1

|CP |
∑

C∈CP

w(C)σ(C)

|Ccrit|
, (13)

where:

CP is the set of feasible winning coalitions,

σ(C) is the share of total seats that a coalition C ∈ CP holds,

w(C) is a weight associated with a coalition C ∈ CP ,

|Ccrit| is the number of parties that are critical in the coalition C ∈ CP .

Notice that if a feasible winning coalition C is minimal, then it holds |Ccrit| = |C| .
The modified indicator (13) is illustrated by a few examples.

Example 4. a) The data from results of elections for the Croatian Parliament in 2015 are
used. The electoral system in Croatia is considered in [14]. There are S = 151 members of
Croatian Parliament, so quota q = 76 represents the majority votes. Let us assume that there
are two feasible winning coalitions, i.e., CP = {{59, 15, 8, 2, 2, 1}, {56, 15, 8, 3, 3, 1, 1, 1}} .

The calculated value of the modified indicator - the modified expectation of government sta-
bility is given in Table 6. In comparison with the corresponding indicator ES = 0, 089 from
Table 5a, one gets ESM = 0, 1450 .
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b) The data from results of elections for the Croatian Parliament in 2024 are used. Assume
that there are two feasible winning coalitions, i.e.,
CP = {{61, 12, 4, 1}, {10, 42, 5, 10, 4, 12}} .

The calculated value of the modified indicator - the modified expectation of government sta-
bility is given in Table 6. In comparison with the corresponding indicator ES = 0, 058 from
Table 5a, one gets ESM = 0, 076.

Country, Year Total seats, Quota CP ESM

Croatia, 2015 S = 151, q = 76 {{59, 15, 8, 2, 2, 1}, {56, 15, 8, 3, 3, 1, 1, 1}} 0, 1450
Croatia, 2024 S = 151, q = 76 {{61, 12, 4, 1}, {10, 42, 5, 10, 4, 12}} 0, 076
Spain, 2016 S = 351, q = 176 {{137, 32, 17, 7, 1}, {85, 71, 17, 7, 1}} 0, 1049

Table 6: Values of the modified indicator ESM .

c) The Congress of Deputies in Spain after elections in June 2016 is observed. It consists of
350 members. So quota q = 176 represents the majority votes. Let us suppose hypothetical situa-
tion, that there are two feasible winning coalitions, i.e., CP = {{137, 32, 17, 7, 1}, {85, 71, 17, 7, 1}} .

The corresponding value of the modified indicator - the modified expectation of government
stability is given in Table 6. In comparison with the corresponding indicator ES = 0, 075 from
Table 5a, one gets ESM = 0, 1049.

Remark 2. In the special case when the government has been formed, where the government
coalition CG is winning, but not minimal winning coalition, then CP = {CG} and from (13) it
follows the formula:

ESM =
σ(CG)

|CGcrit|
,

where |CGcrit| is number of parties in the government coalition CG that are critical.

Example 5. a) Given the data for Croatia in 2011: S = 151, q = 76, CG = {60, 14, 4, 2},
for the modified expectation of government stability one obtains ESM = 0,530

2 = 0, 265 . Notice
that if the set of minimal winning coalitions is CdM = {{60, 14, 4}}, then for the expectation of
government stability one obtains ES = 0,517

3 = 0, 172 .
b) Given the data for Croatia in 2024: S = 151, q = 76, CG = {61, 12, 4, 1}, one obtains

ESM = 78/151
3 = 0, 172 . Notice that if the set of minimal winning coalitions is CdM =

{{61, 12, 4}}, then one obtains ES = 77/151
3 = 0, 170 .

4. Conclusion

Electoral systems can be analyzed by means of their many features. With respect to the effective
number of parties in a political system, in this paper some known quantitative indicators are
considered: the Laakso-Taagepera index (N2), fractionalization of vote shares (F2), the Wildgen
index (N1), the Molinar index (NP ). These indicators of the effective number of parties are
examined from the empirical point of view in the cases of elections for the European Parliament
in the EU member states. Each EU member state has its specific values of indicators.

Furthermore, a modification of these indicators is suggested, in order to decrease impact of
tiny parties to the values of indicators. This is illustrated by some results about the indicators
and the modified indicators of the effective numbers of parties for certain cases of the EU
member states. The examples illustrate that the modified indicators have smaller values than
the (original) indicators.

With regard to the government stability, in this paper the indicator of the expectation of
government stability (ES) is observed. It takes into account the minimal winning coalitions
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with distance threshold. Based on several examples of elections in different countries, one can
see that empirical values of this indicator are in accordance with its theoretical properties. The
question about government stability is too complex. A comparison of mutual values of the
expectation of government stability in different cases can show in which cases the expectation
of government stability is larger.

In order to extend the definition of this indicator, from the minimal winning coalitions
to the politically feasible winning coalitions, a modification of the expectation of government
stability is suggested. The modified expectation of government stability is illustrated by some
empirical examples of elections. The results in these empirical cases confirm that the modified
expectation of government stability (ESM ) is larger than the indicator ES.

With respect to future research, the effective number of parties can be studied as a parameter
that changes in successive election cycles. In addition, the number of parliamentary parties
can be considered as an indicator that refers to the phase after transformation of votes into
seats. With regard to the (modified) expectation of government stability, the variability of this
indicator can be studied in empirical cases of successive elections.
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Abstract. This paper compares different structural equation modeling approaches in estimating the
predictors of investment intention. Covariance-based structural equation modeling (CB-SEM) and par-
tial least squares structural equation modeling (PLS-SEM) techniques were compared in the estimation
of the model according to the theory of planned behavior (TPB). Additionally, the consistent PLS al-
gorithm (PLSc) was taken into consideration in the methods comparison. To determine which factors
affect stock investment intention, a TPB model with attitude towards behavior, perceived behavioral
control, and subjective norm as independent variables was estimated using three different approaches.
The factors in the model were measured using survey indicators and the final sample included 200
Croatian residents. The results mostly show matching conclusions about the investment intention pre-
dictors, with a small difference observed in the PLS-SEM method. It can also be concluded that the
factor loadings are higher according to PLS-SEM, as well as the indicators of convergent validity and
reliability. On the other hand, CB-SEM shows stronger structural paths than PLS-SEM, and PLSc
results are closer to those of CB-SEM. While CB-SEM shows better model fit, PLS-SEM shows high
predictive power. This research further provides explanations of the differences and guidelines on when
to use which approach.
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1. Introduction

Structural equation modeling (SEM) is a second-generation multivariate technique aimed at ex-
plaining the relationships between multiple variables simultaneously. A specific characteristic of
SEM is its ability to incorporate latent variables into the model. Such variables are not directly
measurable, but can be indirectly measured with a set of items (indicators) or measured vari-
ables [4, 6, 11]. Since latent variables most commonly represent some psychological constructs,
their corresponding items are in most cases measured through survey questionnaires.

This specific approach to SEM deals with model estimation based on the differences between
the observed and the estimated covariance matrix. Therefore, the “classic” SEM approach
is also known as covariance-based SEM (CB-SEM) and it represents a confirmatory method
[6, 11, 12]. In order to conduct an analysis using CB-SEM, it is necessary to have an established
theoretical background which researchers want to test on their own data. The results of CB-
SEM show whether a theory can be confirmed or rejected across different samples [4, 6, 12].

In contrast, the emergence of partial least squares structural equation modeling (PLS-SEM)
shows a causal-predictive orientation and a variance-based approach. Thus, the main goal of
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PLS-SEM is prediction, obtained by maximizing the explained variance in the dependent vari-
able, making it suitable for theory development and exploratory research [11, 12, 13]. Another
method, consistent PLS (PLSc), is a variation of the original PLS and it offers a correction for
attenuation to PLS path coefficients. This method usually yields results very similar to those
of CB-SEM [6, 12].

The aim of this research is to compare all three methods using the same model with the
same dataset. In this way, it is possible to make clearer explanations of the differences and
to set some guidelines for choosing the appropriate SEM method. The paper begins with an
introduction, followed by a more detailed explanation of each SEM approach. The research
context and the model are presented in Section 2. Section 3 describes the data collection and
the used methodology, while Section 4 presents the empirical results and a comparison of the
studied methods. The conclusion is provided in Section 5.

2. A review of SEM characteristics and research context

2.1. SEM characteristics

According to [11], SEM is a “multivariate technique combining aspects of factor analysis and
multiple regression that enables the researcher to simultaneously examine a series of interrelated
dependence relationships among the measured variables and latent constructs (variates), as well
as between several latent constructs”. Some of the main advantages of SEM can be inferred
from this definition. Namely, simultaneous estimation of multiple relationships provides a more
accurate depiction of the tested theory and accounts for measurement error in the process.
However, one of the greatest strengths of SEM lies in its ability to incorporate latent variables
into the model, since they cannot be directly measured but are often used in behavioral and
social research. Instead, these variables are represented by a set of indicators obtained through
data collection, commonly through primary data [6, 11, 12, 22, 24, 27, 32]. SEM can be divided
into two different approaches: CB-SEM and PLS-SEM.

CB-SEM is a confirmatory method based on the differences between the observed and es-
timated covariance matrices. This allows for testing of the model fit, i.e. the extent to which
the theoretically proposed model is confirmed by empirical data [4, 6, 11, 22]. The modeling
can be conducted in one or two steps. Two-step modeling refers to the process where confir-
matory factor analysis (CFA) is used in the first step to obtain model fit and construct validity
measures for the measurement model. Only after achieving an acceptable fit, the structural
model is tested for path significance. In contrast, one-step modeling tests the overall model fit
without separating measurement and structural models [6, 11]. However, in both cases, model
fit is obtained, as well as the assessment of construct validity. A valid result from one-step
modeling implies that two-step modeling would also yield satisfactory results.

Overall model fit is primarily evaluated with the chi-square (χ2) test, the sole inferential
statistic which compares the statistical difference between the observed and estimated covari-
ance matrices. A good fit implies that the differences are statistically insignificant, making
chi-square a measure of badness of fit [6, 11, 15]. However, chi-square has its limitations in the
fact that it assumes multivariate normality of the data, so large deviations from this assump-
tion could result in a significant result even if the model is correctly specified. Additionally,
chi-square is sensitive to sample size, tending to increase with it, consequently leading to a
significant result [11, 15, 16]. Due to these limitations, other model fit measures are recom-
mended for reporting in CB-SEM analysis. One of these measures is the normed chi-square
(χ2/df), where a ratio between 2 and 5 is considered acceptable [6, 15, 16]. Other measures
include the root mean square error of approximation (RMSEA) and standardized root mean
residual (SRMR), which require lower values in order to establish good model fit (RMSEA<0.08
or <0.10; SRMR<0.05). Additionally, goodness-of-fit measures, such as comparative fit index
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(CFI), Tucker Lewis index (TLI), goodness-of-fit index (GFI), adjusted goodness-of-fit index
(AGFI), normed fit index (NFI) compare the model fit against a null or independent model.
Therefore, higher values, usually above 0.90 are required for a good model fit [6, 11, 15, 16].

PLS-SEM is a causal-predictive approach aimed at maximizing the explained variance in
dependent latent constructs, hence it is also known as a variance-based approach to SEM. In
addition, it also evaluates data quality obtained through measurement model analysis [6, 12, 26].
In PLS-SEM, the assumption of multivariate normality of data is not required to estimate
the model, distinguishing it as a non-parametric approach to SEM. While CB-SEM requires
large samples, PLS-SEM can effectively handle both larger and smaller samples. One of its
advantages is also the ability to handle single-item constructs, which is problematic for CB-
SEM because of model identification issues. Furthermore, PLS-SEM offers greater statistical
power, making it suitable for theory development in exploratory research [4, 10, 11, 12, 22, 26].
In social sciences, most of the measurement is reflective (the construct causes the indicators),
but sometimes formative measurement can occur (the indicators cause the construct). While the
indicators in the reflective measurement are interchangeable, it is not the case in the formative
measurement [12]. In case of formative models, PLS-SEM should be used rather than CB-
SEM. The treatment of latent constructs should also be considered, since the constructs can
be viewed as common factors or composites. The common factor approach is widely used in
CB-SEM and it is based solely on common variance in the data, while the composite approach,
which includes common, specific, and error variance, is used in PLS-SEM [10, 12, 22]. Common
factor assumes causal indicators, which should fully measure a certain concept along with an
error term. Composite indicators are considered an approximation of a concept, which is a more
realistic view in social sciences. According to [10], due to random error in composite models
and factor indeterminacy in common factor models, both approaches yield only approximations
of theoretical concepts. In other words, “common factor proxies cannot be assumed to carry
greater significance than composite proxies in regard to the existence or nature of conceptual
variables” [10].

Both CB-SEM and PLS-SEM require the analysis of the measurement and structural models
(in PLS-SEM: the outer and inner model). The first part of the analysis verifies the validity
and reliability of the constructs, while the second part deals with the assessment of structural
paths and their significance. In contrast to CB-SEM, which is a parametric approach that
yields statistical significance as a test result, PLS-SEM, as a non-parametric method, relies
on the bootstrapping procedure in order to obtain significance [10, 11, 12, 22]. As previously
mentioned, CB-SEM is focused on model fit and theory testing, whereas PLS-SEM is prediction
oriented. Therefore, even though some model fit measures can be obtained for PLS-SEM, the
main focus lies in analyzing the in-sample and out-of-sample predictive power of the model.
In-sample predictive power is assessed with the coefficient of determination (R2). PLS predict
procedure is recommended for assessing the model’s out-of-sample predictive power [29]. Lately,
the cross-validated predictive ability test (CVPAT) has also been developed and recommended
as a prediction-oriented tool [28].

In an attempt to provide a factor-based approach within PLS-SEM, the consistent PLS-SEM
approach (PLSc) was proposed. It uses Nunnally and Bernstein’s equation as a correction factor
to the traditional PLS algorithm, obtaining consistent construct correlations and indicator
loadings if the common factor model holds true [6, 7, 9, 12]. PLSc has been shown to yield
results very similar to those of CB-SEM, while retaining the advantages of PLS-SEM, but its
statistical power is somewhat lower [7, 9, 12, 34].

Considering all of the above, it is clear that CB-SEM and PLS-SEM should be viewed as
complementary rather than competitive. The choice of method should be based on the research
goal (purely confirmatory or causal-predictive), the measurement philosophy, the sample size,
and data characteristics.
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2.2. Research context

The focus of the paper is to compare different SEM approaches for model estimation. The
model used in the research is the model of the theory of planned behavior (TPB) in the context
of stock market investment intention, as an illustrative example. Therefore, the model only
serves as an example in the methodological comparison. The concept and essence of the model
are briefly described to give context to the reader. TPB assumes that different motivational
factors, such as attitude towards behavior, subjective norm, and perceived behavioral control,
significantly influence a certain behavioral intention [2, 3, 20, 23, 33]. Intention is the central
factor in TPB, capturing these motivational factors and indicating the level of effort people are
willing to put into performing a certain behavior [2]. In this paper, the intention is specifically
oriented towards stock market investments.

Briefly, attitude towards behavior can be defined as the extent to which a person considers
a behavior pleasant or unpleasant [2, 3, 20]. Therefore, a favorable and positive attitude leads
to a higher intention to perform a certain behavior [2, 20, 33]. When considering stock market
investment intention, this assumption was found to be true in previous research [3, 19, 20, 23].
Therefore, the first research hypothesis is proposed:

H1. Attitude towards behavior significantly affects investment intention.

Subjective norm represents the perceived social pressure whether to perform a behavior or
not. People will often behave in a certain way if they are under a higher social pressure. In
other words, if they perceive that people who are close to them and who influence them in daily
life think that they should perform a certain action, they might do it under pressure, even if
they do not want to [2, 3, 20]. Most people are often concerned about the opinions of others,
thus subjective norm might often be the most influential factor affecting behavioral intention.
It was previously found that subjective norm positively affects individual’s stock investment
intention, showing the importance of social pressure in forming a higher intention towards a
certain behavior [3, 19]. However, it was also found that among younger generations (Y and
Z), subjective norm was not an important predictor of investment intention or it even had a
negative impact [20, 23]. Clearly, younger people have less role models who might encourage
them for investing, or they are generally less prone to be under social pressure, since they are
less affected by the opinions of others. Nevertheless, social influence still remains one of the
most important factors in predicting certain behavior, leading to the formulation of the second
research hypothesis:

H2. Subjective norm significantly affects investment intention.

Lastly, perceived behavioral control refers to the perception of ease or difficulty in performing
a specific behavior. It reflects past experiences and expected obstacles [2, 20, 23]. It is expected
that people with higher perceived behavioral control will consequently have higher intentions
towards performing a behavior. This relationship has been confirmed in most of the previous
research, showing that people with stronger control show higher stock investment intentions
[3, 19, 20]. According to these findings, the third hypothesis is proposed:

H3. Perceived behavioral control significantly affects investment intention.

The research model investigates how attitude towards behavior, subjective norm, and per-
ceived behavioral control affect investment intention in Croatia. There is no similar research
in Croatia and other emerging markets, which have not yet been studied much in the context
of behavioral finance. Croatians generally exhibit low engagement in stock market activities,
they possess lower financial literacy and prefer to invest in real estate [31]. However, as TPB
proposes general factors in prediction of a certain behavior, it is hypothesized that the same
general pattern should be applicable to any sample, including Croatian.
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3. Data and methodology

3.1. Research instrument and data collection

Data were collected via a survey questionnaire, distributed to the general Croatian population
online from May to July 2023. The first part of the survey consists of questions regarding the
socio-demographic traits of the respondents, while the second part is related to the factors of the
theory of planned behavior. Namely, the questions were represented as statements measuring
the attitude towards behavior (ATT), perceived behavioral control (PBC), subjective norm
(SN), and investment intention (INT) on a 5-point Likert scale (1=strongly disagree, 5=strongly
agree). The statements from the survey were based on the research of [23] and they represent
the items for further structural modeling. The items are shown in Table 1.

Attitude towards behavior (ATT)
ATT1 I think that investing in the stock market can enhance the financial knowledge of individuals.
ATT2 I think that stock investment is meaningful.
ATT3 I think that stock investment is a good idea.

Perceived behavioral control (PBC)
PBC1 I have enough time for stock investment.
PBC2 I have enough money for stock investment.

Subjective norm (SN)
SN1 I will participate in stock investment if my spouse thinks it is useful.
SN2 I will participate in stock investment if my family approves it.
SN3 I will participate in stock investment if my colleagues do.
SN4 I will participate in stock investment if I have proven friend success on it.

Investment intention (INT)
INT1 I intend to engage in stock investment in the near future.
INT2 I will recommend others to invest in the stock market.
INT3 I will continue to invest in the stock market.

Table 1: Items in the model.

3.2. Data

As previously mentioned, this research focuses on the Croatian general population. Data were
collected online via e-mail, social networks, etc. Since there is no “one-size-fits-all” formula for
sample size in SEM, there are only general guidelines. According to [11], the minimum sample
size for models with seven or fewer constructs and modest communalities with values around
0.5 is 150 cases. The research model has four constructs, and the communalities range from
0.49 to 0.814. However, the sample should be increased in case of deviations from multivariate
normality, as is the case in this research. A priori sample size was determined with Daniel
Soper’s formula [30], which takes into account the number of indicators and constructs in the
model, the anticipated effect size, and the desired probability and statistical power levels. With
4 constructs and 12 indicators, a medium anticipated effect size (0.3), a 5% probability level, and
an 80% desired statistical power level, the recommended minimum sample size was 200. The
calculator was used in order to get the suggested sample size as accurately as possible. Simpler
models require smaller samples, and a median sample size, often generally recommended as a
minimum, is 200 cases [11, 18]. The “10 times rule” can also be considered as a rough guideline
for PLS-SEM, stating that the sample should be 10 times the number of arrows pointing at a
construct, which is three in this research, implying a sample of 30 cases is needed [11]. These
rules of thumb are being abandoned in favor of methods that take statistical power into account.
Thus, according to [12]’s sample size recommendation in PLS-SEM, for a statistical power of
80%, with a maximum number of three independent latent variables, as in this model, a sample
size of only 37 cases would be needed to achieve a statistical power of 80% for detecting R2
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values of at least 0.25, with a 5% probability of error. The final sample consists of 200 Croatian
residents, which is far beyond the proposed limit.

When looking at gender, most of the respondents are female (61.5%) compared to male
(38.5%). Most of the respondents are 18-25 years old (24.5%), followed by those aged 36-45
and 46-55 with the same share of 22.5%. 13.5% of people are 26-35, and 12.5% are 56-65 years
old. Only 4.5% of the respondents are 66 or older. The age structure is obviously related to
the sample structure according to work experience, since most of the respondents have less
than 5 years of work experience (30%). The second largest group represents people with more
than 20 years of work experience (23.5%). 21.5% of the respondents have 5-10 years of work
experience, while 11.5% of the respondents have worked 11-15 years, and 13.5% of them have
worked for 16-20 years. The main income source for the respondents is their monthly salary
(71.5%), pension is the source for 5.5% of the people, social care for 1%, and the rest of the
respondents (22%) have stated that they have other main income source. Most of the people
are highly educated, since only 28% have not finished any level of college education, and the
remaining 72% have obtained at least bachelor’s degree or a higher level of education.

3.3. Methodology

Data analysis was conducted with SmartPLS 4 software [25], which was initially developed
for PLS-SEM estimation, but currently has the ability to estimate both PLS-SEM and CB-
SEM models. Before modeling, the multivariate normality of the data was examined with
Mardia’s multivariate skewness and kurtosis tests, which showed that the data deviate from
this assumption (p<0.001) [21]. Since the items were measured on a Likert scale, this is not a
surprising result. Modeling with maximum likelihood (ML) estimation was continued despite
this result, which goes against the requirements of CB-SEM. Estimation with the weighted
least squares mean and variance adjusted (WLSMV) estimator for ordinal data was done as an
additional control, and it was found that the results do not significantly differ compared to the
ML estimator. Moreover, the research model is quite simple and the sample size is sufficiently
large, thus contributing to more reliable estimates [18]. This also implies that the estimates
are robust to data non-normality and that the model is well specified, since it relies on TPB.
Namely, TPB is a widely established theory which can be used for confirmatory purposes,
so the default ML estimation is used to compare the different approaches, because it is most
common and it represents the essence of CB-SEM most precisely. Additionally, as [5] proposed
in his comparison of PLS-SEM with CB-SEM’s different estimators, the CB-SEM results among
different estimators were not contradictory.

In the first step, a CFAmodel was estimated as a prerequisite for further structural modeling,
as suggested by [11]. After establishing a good model fit, CFA was followed by structural model
analysis with the CB-SEM approach. The first SEM analysis refers to the measurement model.
Model fit measures were examined, followed by the standard analysis of convergent validity
using average variance extracted (AVE) and reliability using Cronbach’s alpha and composite
reliability [6, 11]. Two methods were used to assess the discriminant validity: Fornell and
Larcker criterion and heterotrait-monotrait (HTMT) ratio of correlations. According to the
Fornell and Larcker criterion, the correlations between the constructs are compared with the
square root of the AVE of each construct. It is assumed that a construct should be better at
explaining its own indicators’ variance rather than the indicators of other constructs [1, 8, 11,
14]. However, this approach has some flaws, because it tends to overstate discriminant validity
problems, especially if indicator loadings vary strongly [1, 8]. Thus, recent research has shown
that heterotrait-monotrait (HTMT) ratio of correlations is a better choice for discriminant
validity testing. HTMT measures “the ratio of the between-trait correlations to the within-
trait correlations” [12], i.e. it compares the correlations of the indicators measuring different
constructs to the correlations of indicators measuring the same construct. Therefore, lower
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HTMT values are preferable. The threshold is 0.85 or a more flexible value of 0.90. HTMT
inference can also be calculated to further demonstrate discriminant validity [12, 14]. This
measurement model analysis in the PLS-SEM approach is called the outer model analysis, but
it includes the same steps as in CB-SEM for reflective models [12]. Therefore, the results
for validity and reliability testing are first presented for all three techniques, according to the
aforementioned guidelines.

Afterwards, the structural model (or in PLS-SEM: the inner model) is assessed. According
to [11] and [12], this part of the analysis explores the strength, direction and significance of
the structural paths. CB-SEM gives p-values as a standard output of the test, while for PLS-
SEM, the bootstrapping procedure is used to obtain the significance of the paths [10, 11, 12,
22]. Lastly, only for the PLS-SEM approach, predictive measures were also analyzed with the
coefficient of determination (R2) and the PLSpredict procedure [12, 29].

4. Empirical results and discussion

4.1. Validity and reliability analysis

The first step of the analysis prior to CB-SEM is CFA. Before conducting this analysis, indi-
cator multicollinearity was assessed with variance inflation factor (VIF) values. All values are
below the threshold of 5, indicating that there is no multicollinearity problem (Table 2). It ob-
tained satisfactory model fit, except for the significant chi-square result, most likely caused by
data non-normality and the sample size (χ2=129.937, p<0.001; χ2/df=2.707; RMSEA=0.092;
SRMR=0.043; GFI=0.904; NFI=0.918; TLI=0.926; CFI=0.946). The second step is to estimate
the structural model, which was first done for the CB-SEM approach. The results show that the
model fit measures are exactly the same as for the CFA, i.e. a significant chi-square, but sat-
isfactory values for all other measures (χ2=129.937, p<0.001; χ2/df= 2.707; RMSEA=0.092;
SRMR=0.043; GFI=0.904; NFI=0.918; TLI=0.926; CFI=0.946). PLS-SEM and PLSc were
also estimated. Even though their main focus is not on model fit, and these measures in the
context of PLS-SEM are still evolving and should be taken with caution, SRMR and NFI are
available in the output for comparison with CB-SEM. PLS-SEM model fit was not satisfactory
(SRMR=0.066, NFI=0.805), while it was good for PLSc (SRMR= 0.048, NFI= 0.907). PLSc
results are close to those of CB-SEM. Measurement (outer) model evaluation was done through
validity and reliability analysis. The results for all techniques can be seen in Table 2.

CB-SEM PLS-SEM Consistent PLS-SEM

Loading AVE
Composite
reliability

Loading AVE
Composite
reliability

Loading AVE
Composite
reliability

Cronbach’s
alpha

VIF

Attitude toward behavior (ATT)
ATT1 0.692 0.632 0.839 0.811 0.749 0.899 0.713 0.628 0.835 0.832 1.632
ATT2 0.851 0.893 0.828 2.253
ATT3 0.833 0.889 0.831 2.206
Perceived behavioral control (PBC)
PBC1 0.812 0.633 0.775 0.912 0.816 0.899 0.830 0.635 0.776 0.775 1.668
PBC2 0.779 0.895 0.762 1.668
Subjective norm (SN)
SN1 0.585 0.524 0.817 0.702 0.636 0.874 0.598 0.523 0.812 0.809 1.476
SN2 0.701 0.785 0.659 1.723
SN3 0.814 0.844 0.768 2.138
SN4 0.773 0.850 0.843 2.060
Investment intention (INT)
INT1 0.918 0.769 0.909 0.941 0.842 0.941 0.885 0.764 0.906 0.906 3.860
INT2 0.864 0.910 0.887 2.849
INT3 0.847 0.902 0.849 2.769

Table 2: Convergent validity and reliability for the constructs.
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Indicator loadings are substantially high (>0.7) for all constructs, with a few exceptions
for CB-SEM and PLSc. However, these small deviations did not affect validity. Namely, all
AVE values exceed the cutoff value of 0.5, showing that each construct explains more than
50% of the variance in its indicators, thus confirming the convergent validity of the constructs
across all techniques [11, 12]. Cronbach’s alpha and composite reliability were both above the
threshold of 0.7, demonstrating the reliability of the constructs. These results further confirm
that using only two indicators to represent the construct PBC is valid. Even though SEM often
requires at least three indicators per construct, there is no magic number of indicators per
construct. More indicators make the model more complex, and sometimes it is better to leave
some items out if they are highly redundant [18]. From an empirical point of view, these two
indicators measuring PBC represent the construct very well according to all aforementioned
measures of validity and reliability. Furthermore, the model has no identification issues despite
this lower number of indicators for PBC, since it also includes other variables. Namely, as [17]
suggest, the model should include at least two correlated latent constructs and two indicators
per construct, which correlate with an indicator of another construct, but the indicators’ errors
should be uncorrelated [11, 17, 18]. This is true for the research model, implying that there is a
sufficient number of indicators per construct [17]. From a theoretical point of view, PBC can be
understood as the perceived ease or difficulty in performing a certain behavior [2]. Thus, in the
context of stock investment intention, time and money can be considered as crucial factors, since
time availability and sufficient financial resources are essential for stock investment engagement.
These factors inevitably influence investor’s confidence and ability to invest, which accurately
reflects PBC. Additionally, the goal was to keep the model parsimonious for easier estimation,
and to compare the performance of different SEM approaches under non-perfect conditions.

Discriminant validity was tested with both Fornell and Larcker criterion and the HTMT
ratio. The results based on Fornell and Larcker criterion for all models separately are shown in
Table 3, while HTMT is the same across all methods and is shown in Table 4. When observing
discriminant validity through the Fornell and Larcker approach, it can be seen that there is a
potential problem with ATT and INT, and SN is highly correlated with all other constructs
in the CB-SEM model and PLSc. The values are very similar. In contrast, in PLS-SEM, all
of the AVE square root values are higher than the correlations with other constructs, fully
supporting discriminant validity [1, 8, 12]. The reason for this can be found in the fact that
this descriptive approach to discriminant validity tends to overstate the problem, even more
when there are higher variations of the indicator loadings. This is exactly the case in CB-SEM
and PLSc models, where there are higher variations of the loading values for ATT and SN,
while in the PLS-SEM the variations of the loadings are not so high. In order to overcome this
issue, discriminant validity was also assessed with the HTMT ratio, showing that all values are
below the threshold of 0.9, confirming discriminant validity. Since the highest correlation was
found between ATT and INT, HTMT bootstrap 95% confidence intervals were calculated for
additional verification. Discriminant validity was additionally supported, since the confidence
interval does not span the value of 1 (0.822-0.957) [12, 14].

CB-SEM PLS-SEM Consistent PLS-SEM
ATT INT PBC SN ATT INT PBC SN ATT INT PBC SN

ATT 0.795 0.865 0.793
INT 0.871 0.877 0.776 0.918 0.890 0.874
PBC 0.767 0.789 0.796 0.607 0.662 0.903 0.751 0.788 0.797
SN 0.758 0.636 0.767 0.724 0.648 0.556 0.609 0.798 0.778 0.642 0.760 0.723

Table 3: Discriminant validity according to Fornell-Larcker criterion.
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ATT INT PBC SN
ATT
INT 0.892
PBC 0.748 0.788
SN 0.793 0.642 0.767

Table 4: Discriminant validity according to HTMT ratio.

4.2. Structural model analysis

Structural model results based on each technique separately are shown in Table 5, and the
path diagrams are seen in Figures 1-3. It can be concluded that, according to all models, ATT
has a positive and significant effect on INT. This is expected, since a more positive attitude
towards investing implies that a person will actually show a higher intention to invest. PBC
also positively and significantly affects INT, regardless of the method used. This shows that
people with a higher perception of control, in terms of time and money, will consequently have
higher investment intentions. Lastly, SN has a negative effect on INT in all of the models.
However, its strength is significantly lower for PLS-SEM, while it is highest in PLSc, though
relatively close to the coefficient in CB-SEM. Since there is practically no effect (β=-0.025) in
PLS-SEM, the path is not significant. In CB-SEM and PLSc, this path is significant at the 0.10
significance level. It implies that people under higher social pressure to invest will have lower
investment intentions, which is an unexpected result. This can be explained by the fact that
the sample consists mostly of younger people, who care less about social influence and they
might find other people unreliable, thus choosing not to follow their advice.

In general, all path coefficients are lowest for PLS-SEM and highest for PLSc. Effect sizes
are also presented in Table 5, to determine whether each exogenous construct has a substantive
impact on the endogenous construct (INT). For CB-SEM and PLSc, the results are similar,
with PLSc yielding somewhat higher values. ATT has the highest effect on INT in all observed
models, and its effect is considered large. In CB-SEM, PBC has a medium effect size, and SN
has a small effect size. These effects become strong for PBC, and medium for SN in the PLSc
model. In contrast, PLS-SEM effect sizes are significantly lower. ATT shows a large effect
on INT, PBC has a medium effect, and SN practically has no effect on INT in the PLS-SEM
model.

According to the results from CB-SEM and PLSc, all research hypotheses can be accepted
as true, i.e. all factors of TPB significantly affect investment intention. On the other hand,
according to PLS-SEM results, only H1 and H3 can be accepted, while H2 should be rejected,
since SN has no significant impact on INT.

Path CB-SEM PLS-SEM Consistent PLS-SEM
Path

coefficient
p-value Effect size

Path
coefficient

p-value Effect size
Path

coefficient
p-value Effect size

ATT −→ INT 0.743 <0.001 1.043 0.604 <0.001 0.546 0.828 <0.001 1.572
PBC −→ INT 0.397 0.002 0.266 0.311 <0.001 0.157 0.397 0.014 0.387
SN −→ INT -0.232 0.054 0.101 -0.025 0.705 0.001 -0.304 0.068 0.205

Table 5: Structural model coefficients.
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Figure 1: Path diagram with standardized estimates (CB-SEM).

Figure 2: Path diagram with standardized estimates (PLS-SEM).
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Figure 3: Path diagram with standardized estimates (PLSc).

All path diagrams show the R2 for INT, which is very high for all models. PLS-SEM has the
lowest value (0.661), while the values are higher and very similar for CB-SEM (0.812) and PLSc
(0.854). This shows that the combination of all exogenous constructs in the models explains a
very high proportion of the variance in INT. Thus, all models have high explanatory power.

Q2predict PLS-SEM RMSE PLS-SEM MAE LM RMSE LM MAE
INT1 0.555 0.738 0.539 0.760 0.560
INT2 0.562 0.738 0.538 0.751 0.547
INT3 0.511 0.744 0.558 0.746 0.565

Table 6: PLSpredict results.

PLS-SEM focuses on prediction, so out-of-sample predictive power was tested for this tech-
nique with the PLSpredict procedure. According to [29], in this procedure the focus should
be on the indicators of the key endogenous construct. This model has only one endogenous
construct (INT), so prediction errors of its indicators were analyzed. The results show that
all root mean squared error (RMSE) and mean absolute error (MAE) values are lower in the
PLS model compared to the LM model, confirming the high predictive power of the model [29].
This is further confirmed with CVPAT, since PLS predictions significantly outperformed the
prediction benchmarks (p<0.001) [28].

5. Conclusion

This research focuses on comparing different SEM approaches (CB-SEM, PLS-SEM, and PLSc)
on a model of the TPB in the context of investment intentions. It can be concluded that the
evaluation of the measurement model does not differ significantly among different methods.
Indicator loadings, validity, and reliability measures are somewhat higher when estimating a
PLS-SEM model. CB-SEM and PLSc results are very similar. The same conclusion can be
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made for structural modeling, where CB-SEM and PLSc path coefficients are very close, while
PLS-SEM structural paths are weaker. Measures of model fit are satisfactory for CB-SEM,
confirming that the theoretical model holds true for the sample. PLSc output provides only a
few measures, which are also almost the same as in CB-SEM. On the other hand, PLS-SEM’s
model fit measures are slightly worse, but this is not essential, since it is not a confirmatory
technique. PLS-SEM should rather focus on the R2 for the model’s in-sample predictive power
and other tests (PLSpredict, CVPAT) for out-of-sample predictive power. All of the tests
show that the model has high predictive abilities and can be reliable for replication with new
data. These findings are in line with previous research dealing with SEM estimator comparison
[4, 6, 34] on other theoretical models.

Researchers and practitioners should note that the appropriate SEM approach should be
chosen according to the research goal as the most important criterion. For purely confirmatory
purposes, one should choose CB-SEM, and for predictive purposes, PLS-SEM should be chosen.
PLSc should be used instead of CB-SEM if some of the assumptions (normality, sufficient sample
size) are not met, but the goal is still confirmatory. Thus, PLS-SEM cannot be chosen over
CB-SEM solely due to a small sample or a violation of data normality, although these could be
some of the reasons for the preference of PLS-SEM. However, these are not the most important
aspects of the method choice. PLS-SEM has recently gained more popularity because it is
causal-predictive, and it is assumed that this is the case in most social research. Therefore,
PLS-SEM should be chosen in theory development research. Nevertheless, CB-SEM should
not be overlooked in cases of confirmatory analysis. It is not excluded to use both methods
complementary and comparatively.

Although this paper shows the comparison of three different approaches to SEM, a very
simple model was used, which can be considered a limitation. More complex models can be
compared across these methods to draw further conclusions. Even though this model provided
a proper solution despite the lower number of indicators for PBC construct, researchers are
advised to always ensure a larger number of potential indicators in their research, since some
of them can be left out in order to establish construct validity. Researchers are encouraged
to use at least three indicators per construct whenever possible to avoid potential estimation
issues. Future research can also be based on the comparison of these SEM approaches for a
unique model under different conditions. For example, a model can be estimated for smaller and
larger sample sizes to see if there are any deviations across the three different SEM approaches
depending on the sample size.
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Abstract. This paper investigates an M/M/1 queueing system with differentiated vacations and dis-
couraged arrivals, focusing on two types of vacations. The server switches to type I vacation with
rate γ1 when the system is empty during an active state. If no customers are waiting when it returns
from a type I vacation, it then switches to a type II vacation with a rate of γ2. Both vacation times
and service duration follow exponential distributions. The study utilises the Probability Generating
Function (PGF) technique to derive steady-state solutions for both vacation policies. Furthermore,
the research explores relevant performance metrics and provides numerical examples to illustrate the
system’s behaviour under various conditions. The cost analysis of the M/M/1 differentiated vacation
system with discouraged arrival queueing and various aspects of the system’s behaviour under different
arrival rates (λ, λ1, λ2) are discussed.
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1. Introduction

Queueing theory is a branch of applied probability theory with numerous applications, including
communication networks, manufacturing facilities, and computer systems. In the traditional
queueing strategy, the server is always accessible; however, real-world scenarios may arise where
the server becomes unreachable.

When the server finishes serving a unit and finds that the system is empty, it is known
as a vacation. Queueing systems with server vacations have garnered significant interest from
researchers. In a survey, the primary goal, as described by Doshi [10], is to provide a comprehen-
sive understanding of vacations. The paper demonstrates how analysing alternative vacation
models becomes more manageable by comprehending the behaviour of these queueing models.
Additionally, the available results are applied to a few selected real-life applications. In an-
other study Levy and Yechiali [21], the utilisation of idle time in an M/G/1 queueing system is
analyzed. To prevent the server from being completely inactive, additional work is performed
during the vacation. Upon completion of the vacation, the server rejoins the main network.
The survey Haviv [15] discusses the strategic timing of arrivals. The book Tian and Zhang
[23], have explored various vacation model categories due to their wide range of applications in
interaction, technological networks, and manufacturing facilities.
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Servers can take two types of vacations. If type I vacation is complete and no more cus-
tomers are present, the server switches to type II vacation; this is defined as a differentiated
vacation. The study considers differentiated vacations, vacation interruptions, and impatient
customers (balking and reneging). Recursive methods are used to obtain the explicit expression
of the probability, followed by sensitivity analysis which are analysed in Bouchentouf and Guen-
douzi [5]. An infinite single-server Markovian queueing model with both single and multiple
vacation policies, as well as working breakdowns, repairs, balking, and reneging, is analysed
by Chettouf et al [9] for a customer care centre. A finite capacity multi-server Markovian
queueing model with Bernoulli feedback, synchronous multiple vacation policies, and impa-
tient customers is discussed by Bouchentouf et al [4]. Numerous real-world systems, such
as contact centres, manufacturing processes, and contemporary information and communica-
tion technology networks, have implemented the proposed queueing model. A single-server
Markovian feedback queue with variations of different vacation policies, balking, the server’s
state-dependent reneging, and retention of reneged customers was examined by Bouchentouf et
al [3]. In an analysis of a multi-server queue with impatient customers and Bernoulli feedback,
Bouchentouf et al [7] considered a variation with multiple vacations. The probability-generating
function approach is used to solve differential equations and derive steady-state probabilities
using the Chapman-Kolmogorov equations. In Afroun et al [2], an M/M/1/N queueing system
with various vacations, Bernoulli feedback, balking, reneging, and retention of the impatient
customers, as well as the potential for a server failure and repair, are examined. Using the
Q-matrix (infinitesimal generator matrix) approach, the system’s steady-state probabilities are
determined. A feedback queueing system featuring a form of multiple vacation policy, balking,
the server’s state-dependent reneging, and the retention of reneged customers were discussed
by Cherfaoui et al [8]. Working vacations and vacation interruptions are covered by threshold
policies. The system’s performance metrics and steady-state probability are derived from the
application of the Successive over-Relaxation (SoR) technique. Additionally, a quasi-Newton
optimisation technique is used for an optimum analysis. Ultimately, a conclusion, several nu-
merical examples, and a discussion of the future’s potential are provided by Kumar et al [19].
Bouchentouf et al [6] establishes a cost optimisation analysis for an M/M/1/N queueing system
with differentiated working vacations, Bernoulli schedule vacation interruption, balking and
reneging. Suranga sampath and Liu [22] used various analytical tools, including the Laplace
transform, probability-generating functions, and explicit mean and variance systems. Transient
state probabilities are calculated, and the study explores the system’s behaviour.

Vijayashree and Janani [27] evaluates the transient solution of an M/M/1 queue with differ-
entiated vacation. Vijayashree and Ambika [26] analyses the concept of an M/M/1 queue with
differentiated vacation, vacation interruption, and customer impatience. The study examines
the mean and variance, presenting a comprehensive analysis.

In a separate study Ebenesar and Chandrika [12], a single-server retrial queueing model
with Markovian arrival processes for customer arrivals is discussed. The M/G/1 retrial queue-
ing system has two simultaneous vacation modes. Performance metrics and numerical results
are discussed. An analysis is carried out by Ebenesar et al [11] to examine the steady-state
behaviour of a single-server retrial queueing model that includes server breakdown and frequent
vacation. Performance metrics are considered using supplemental variable approaches.

Admission management is discussed in Ebenesar and Chandrika [13] to balance effective
system utilisation by providing acceptable performance metrics. The server’s condition deter-
mines whether each customer may access the system. Accepted customers receive the first
necessary service, with the option for a second service or to exit after the service is rendered.
During certain periods, arrivals are restricted due to an extended queue, known as discouraged
arrivals. The concept is particularly relevant during the pandemic (COVID), when restrictions
are imposed on arrivals from other countries and crowded places. Kumar and Sharma [20] ex-
plains a finite Markovian single-server queuing model with discouraged arrivals, reneging, and
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retention of reneged customers. The steady-state solution is derived. Performance measures
are obtained, and special cases of the model are explored.

Hur and Paik [16] explores an M/G/1 queue subject to a regulatory policy with a general
server setup time. The arrival rate fluctuates based on the idle, setup, and busy states of the
server. The steady-state queue length distribution function and the Laplace-Stieltjes transform
of waiting time are derived. In Hassin et al [14], the RASTA phenomenon is explored, where
customers decide whether to join or block queues based on the implications of their entry-level
choices. In Tian et al [24], a repairable M/M/1 retrial queueing model with setup delays is
reviewed. The server is closed down to reduce operating costs after the system is empty, and
the system won’t start up until a new customers arrives. Steady-state probability, performance
measures, and the effect of some parameter costs are evaluated.

Rasheed and Manoharan [1] examines the concept of discouraged arrival in Markovian queu-
ing systems, where the rapid rate of service is controlled based on the number of customers
within the system. The study determines the steady-state probability and other performance
metrics for this adaptive queueing system.

The differentiated vacation concepts are discussed by various authors. Ibe and Isijola [17]
initially proposed differentiated vacations, which are categorised into longer and shorter dura-
tions in this paper. The paper then provides numerical examples with different arrival rates.
In another study Isijola and Ibe [18], differentiated vacation with vacation interruption is de-
scribed. According to Vadivukarasi and Kalidass [25], differentiated vacations lead to bulky
entry queues. The matrix geometry approach is used to determine stability criteria, and the
probability-generating function is employed to determine system size. The PSO approach is
used to examine optimal service rates. Our investigation in this article focuses on the new con-
cept of discouraged arrival rates. This study examines the total cost of the suggested model.
The PSO method was also used to determine the system’s cost-effectiveness.The findings of
this article are displayed in the table together with the different arrival rates and discouraged
arrival rates of the cost values and expected number of customers.

This paragraph discusses two kinds of vacations, type I and type II, where the type I vacation
rate is lower than the type II vacation rate. Section 2 provides a detailed explanation of this
model. In Section 3, the transition diagram, the local balance equation, and the probability for
the busy state are obtained. Performance measures are described in Section 4, with numerical
examples provided in Section 5. A cost analysis is presented in Section 6, and Section 7
introduces the PSO algorithm for the model. Special cases are provided in Section 8. Practical
application is explained in Section 9. Conclusion of this model are described in section 10.

2. The System Descriptions

The proposed model operates under the following assumptions:

Arrival Process:

• The queue has an infinite capacity to accommodate customers.

• The customer arrival process follows a Poisson distribution with a rate of λ.

Service Operation:

• Customers are admitted into the system based on the First-Come-First-Serve (FCFS)
principle.

• Service times are modelled to follow an exponential distribution with the parameter µ.
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Vacation Types:

• In this model, vacations are incorporated into two categories: type I vacation, denoted by
γ1, and type II vacation, denoted by γ2. As indicated by the relationship γ2 ≤ γ1, type
II vacation occurs less than type I vacation.

• Customers are served by the server when it is in an active state. Upon completing service
during an active state, the server immediately transitions to type I vacation.

• After finishing the type I vacation, the server returns to an active state. If a new customer
is present, the server provides immediate service; otherwise, the server switches to a type
II vacation.

Arrival Rate Restriction during Vacations:

• During vacation periods, customer arrivals are restricted based on the following rates:
λ2 ≤ λ1 ≤ λ.

• Here, λ1 represents the discouraged arrival rate during type I vacation, and λ2 represents
the discouraged arrival rate during type II vacation.

3. Steady-State Solution

Let N(t) be the number of customers in the system at time t and J(t) be the state of the service
provider at time t as

J(t) =

 0, while the server are in active state,
1, if the server is on first vacation,
2, if server is on second vacation.

(1)

Then {(J(t), N(t)), t ≥ 0} is a state-space Markov process.

Let pi,j be the probability that the service provider be in the ith state (i = 0, 1, 2) with
j(≥ 0) number of customers.

Figure 1: State transition diagram.
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The steady-state balancing flow equations of the proposed model are as follows:

(λ+ µ)p0,1 = µp0,2 + γ1p1,1 + γ2p2,1 (2)

(λ+ µ)p0,n = µp0,n+1 + γ1p1,n + γ2p2,n + λp0,n−1, n ≥ 2 (3)

(λ1 + γ1)p1,0 = µp0,1 (4)

(λ1 + γ1)p1,n = λ1p1,n−1, n ≥ 1 (5)

λ2p2,0 = γ1p1,0 (6)

(λ2 + γ2)p2,n = λ2p2,n−1, n ≥ 1 (7)

Let,

Pi(z) =

∞∑
n=1

pi,nz
n, i = 0, 1, 2

be the function that generates probabilities of active state and the vacations states.

By summing up all the possible values of n and by multiplying by zn to equations (1) to (6),
we the probability generating functions of active state and vacations states (type I and type II)
respectively,

P0(z) =
µzp0,1 − γ1zP1(z)− γ2zP2(z)

λz2 − (λ+ µ)z + µ
(8)

P1(z) =
λ1z

λ1(1− z) + γ1
p1,0 (9)

P2(z) =
λ2z

λ2(1− z) + γ2
p2,0 (10)

Substitute z = 1 in equations (7), (8) and (9), we obtain,

P0(1) =
µ((γ2

1(λ2 + γ2)) + (λ1γ2(λ1 + γ1)))

γ1γ2(λ1 + γ1)(µ− λ)
p0,1 (11)

P1(1) =
λ1µ

γ1(λ1 + γ1)
p0,1 (12)

P2(1) =
µγ1

γ2(λ1 + γ1)
p0,1 (13)

Finally, by using the rule of total probability,

P0(1) + P1(1) + p1,0 + P2(1) + p2,0 = 1 (14)

where

p1,0 =
µ

λ1 + γ1
p0,1 (15)

p2,0 =
µγ1

λ2(λ1 + γ1)
p0,1 (16)

The probability that the server is in an active state is as follows,

p0,1 =
λ2γ1γ2(λ1 + γ1)(µ− λ)

µγ2
1(λ2 + γ2)(µ+ λ2 − λ) + µλ2γ2(λ1 + γ1)(µ+ λ1 − λ)

(17)
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4. Performance Measures

The expected number of customers when a service provider is in an active state is:

E(LB) = P ′
0(1) (18)

=

µ2(((γ3
1)(λ2 + γ2)(λ2 + γ2)) + (γ2

2(λ1 + γ1)(λ2 + (λ1γ1))))
− µ(((λλ2γ

3
1)(λ2 + γ2)) + (λ3γ

2
2)(λ1 + γ1))

γ2
1γ

2
2(λ1 + γ1)(µ− λ)2

p0,1 (19)

The expected number of customers during type I vacation is:

E(Lv1) = P ′
1(1) (20)

=
λ1µ

γ2
1

p0,1 (21)

The expected number of customers in the system during type II vacation is:

E(Lv2) = P ′
2(1) (22)

=
µγ1(λ2 + γ2)

γ2
2(λ1 + γ1)

p0,1 (23)

The total average number of customers in the system is

E(L) = E(LB) + E(Lv1) + E(Lv2) (24)

Expected waiting time:

E(W ) =
E(L)

λ
(25)

5. Numerical Analysis

This section presents various numerical examples to illustrate the influence of different param-
eters, including arrival rate, service rate, and vacation rate, on performance measures.

The relationship between the likelihood of one customer being in an active condition is
depicted in Figure 2. With a fixed service rate, p0,1 falls whenever λ rises. This figures indicate
varying service rates in this instance. Additionally, it emphasised that when service rates rise,
p0,1 falls. Depending on the service rate, it demonstrates that p0,1 increases with λ. That
means that whenever the arrival rates increase, the probability that the server will take a type I
vacation when the system is empty also increases. Figures 3 and 4 show the impact on p0,1 of the
discouraging arrival rate during type I and type II vacations, respectively. As the discouraged
arrival rate increases during type I vacation, Figure 3 illustrates a decrease in p0,1. A decrease
in p0,1 is also shown in Figure 4 when the rate of discouraged arrivals increases during type II
vacation.

The expected number of customers in the system under various situations was evaluated
in Figures 5, 6, and 7. As average arrival rates increase, Figure 5 illustrates an increase in
the expected number of customers, indicating that arrival rates result in a larger number of
customers in the system. The number of customers in the system appears to be decreased by
the server’s vacation under this policy, as Figure 6 shows the decrease in the expected number
of customers during type I vacation. As the discouraged arrival rates during type II vacation
increase, Figure 7 shows an increase in the expected number of customers, suggesting that a
higher rate of discouraged arrivals during type II vacation results in higher numbers of customers
in the system.
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Figure 2: p0,1 against λ. Figure 3: p0,1 against λ1.

Figure 4: p0,1 against λ2. Figure 5: E(L) against λ.

The expected waiting time in the system under various situations was evaluated in Figures 8,
9, and 10. As arrival rates increase, Figure 8 illustrates an increase in the expected waiting time
with a distinct service rate. As the discouraged arrival rate (during type I vacation) increases,
Figure 9 indicates that expected waiting time increases with different service rates. Likewise,
as the discouraged arrival rates (during type II vacation) increase, Figure 10 shows expected
waiting time increasing with different service rates in the system.

Figure 11 shows that the expected number of customers in the system decreases as the service
rate increases with differnet λ. According to this, an increased service rate results in a decrease
in customers in the system, which may decrease the waiting time of customers and increase
overall effectiveness. Figure 12 shows that the estimated waiting time in the queue decreases
for varying arrival rates as the service rate increases. Thus it suggest that longer waiting times
for customers are achieved with higher service rates.
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Figure 6: E(L) against λ1. Figure 7: E(L) against λ2.

Figure 8: E(W ) against λ. Figure 9: E(W ) against λ1.

6. Cost Analysis

Define the cost function TC as

TC = CNE(L) + CWE(W ) + C0P0 +

2∑
i=1

CiPi + Cµ (26)

where,
CN = holding cost for each customers seen in the system;
CW = waiting cost if one customers is to receive the service;
C0 = cost for the period the server handling service process;
Ci = cost when the server is on ith type vacations (i=1,2)
Cµ = cost for service.
p0,n = probability when the server is on active state,
pi,n = probability when the server is on the ith type vacations (i=1,2)
E(L) = the expected number of customers in the system,
E(W) = the expected waiting time of a customers in the system, respectively.
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Figure 10: E(W ) against λ2. Figure 11: E(L) against µ.

Figure 12: E(W ) against µ. Figure 13: TC against λ.

In this section, the cost analysis of the model is studied, as it is very important in design-
ing, improving, and maintaining the model from a cost-benefit point of view. The section 6
Total Cost function (TC) is nonlinear and too complicated to calculate analytically. Numerical
optimisation techniques then make it simple to find the ideal value of the service rate. The
lowest costs and service rate are shown in Figure 13 using a convex graphical representation.
From the figure, it is observed that if the service rate increases, the total cost becomes convex.
The expected cost function is optimised by using the PSO method. Figures 14 and 15 show the
optimum total cost and service rate with different λ. Since the curves are convex, the presence
of ideal values are required. Furthermore, it is noted that, as would be expected intuitively,
with λ, both the ideal service in concern and its expected expenses grow.
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Figure 14: TC against λ1. Figure 15: TC against λ2.

7. PSO Algorithm

PSO is a computational method for optimising the service and total cost. One effective tech-
nique for figuring out a complicated function’s optimal value is the PSO algorithm. It uses
location, position and velocity control to find the optimal path based on particle movement.
That means minimising the cost corresponding to the best service rate.

When using the PSO algorithm, one can evaluate the service rate behaviour, the expected
number of customers, and the cost analysis, as shown in Table 1. The service time, expected
number of customers, and cost do increase whenever the arrival rate increases. We consider the
arrival rate and discouraged arrival rate on type II vacations to be constant. In type I vacations,
the discouraged arrival rate increases, followed by the service rate, the expected number of cus-
tomers, and the total cost, which are also shown in Table 2. Table 3 shows that in the case that
the discouraged arrival rate in type II vacation grows, the corresponding service rate, projected
number of customers, and overall cost would all increase. The preceding three tables were anal-
ysed using the Particle Swarm Optimisation (PSO) algorithm. The results show that the service
rate, expected customer count, and overall cost of the queueing system all increase in tandem
with increases in arrival rates and discouraged arrival rates (types I and II). Consider vacation
rates and discouraged arrival rates as constants. This observation highlights the sensitivity of
these performance metrices to changes in arrival patterns and vacation types, emphasising the
importance of accurately modelling and managing these factors in queueing systems to optimise
system efficiency and cost-effectiveness. These findings contribute valuable insights to the field
of queueing theory. Articulately in understanding the dynamic nature of queueing systems and
the implications of varying arrival and vacation rates on system performance.
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λ µ∗ E(L) E(W ) TC∗

0.5 1.2272 0.9750 1.9499 94.2419

0.6 1.3224 1.0221 1.7035 94.3628

0.7 1.4218 1.0659 1.5227 95.5718

0.8 1.5238 1.1069 1.3837 97.4617

0.9 1.6275 1.1457 1.2730 99.8042

Table 1: PSO values for different λ.

λ1 µ∗ E(L) E(W ) TC∗

0.3 1.56 0.89 0.99 88.61

0.4 1.58 0.95 1.05 91.32

0.5 1.60 1.02 1.13 94.26

0.6 1.62 1.09 1.21 97.41
0.7 1.64 1.17 1.31 100.74

Table 2: PSO values for different λ1.

λ2 µ∗ E(L) E(W ) TC∗

0.3 1.69 1.47 1.63 112.39

0.4 1.70 1.63 1.81 118.20

0.5 1.71 1.76 1.95 122.82

0.6 1.71 1.87 2.08 126.76

0.7 1.73 1.98 2.20 130.29

Table 3: PSO values for different λ2.

8. Special Cases

• While substituting, λ1, λ2=λ then the probability coincide with Ibe[2014] as,

p0,1 =
λγ1γ2(µ− λ)(λ+ γ1)

µ2(λγ2(λ+ γ1) + γ2
1(λ+ γ2))

(27)

• Putting λ2=λ and γ1→ ∞ the the PGF becomes,

P2(z) =
µz

λ(1− z) + γ2
p0,1 (28)

P0(z) =
µz(z − 1)(λ+ γ2)

(λ(1− z) + γ2)(−λz2 + (λ+ µ)z)
p0,1 (29)

p0,1 =
λγ2(µ− λ)

µ2(λ+ γ2)
(30)

The above results coincides with M/M/1 single vacation queueing system.
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• Putting γ2→ ∞ and λ2→ ∞ the the PGF becomes,

P0(z) =
µz(λ1(z − 1)(2γ1 + λ1)− γ2

1)

(1− z)((λz(λ+ γ1)(γ1 + λ1(1− z))) + (µ(λ1 + γ1)(λ(z − 1)− γ1)))
p0,1 (31)

P1(z) =
λ1µz

(λ1 + γ1)(−λ1z + λ1 + γ1)
p0,1 (32)

p0,1 =
γ1(λ1 + γ1)(µ− λ)

µ(γ2
1 + (λ1 + γ1)(µ+ λ1 − λ))

(33)

The above results coincides with M/M/1 single vacation with discouraged arrival queueing
system.

9. Practical Application

In many real-world situations, the service facility has been safeguarded from having to wait a
long time. Long wait times might discourage potential customers and force servers to improve
the quality of their services. Thus, while bearing in mind that queueing systems are state-
dependent, it is beneficial to do studies on them. To prevent lengthy queues from accumulating
in computer and communication systems, for instance, the congestion management mechanism
adjusts packet transmission rates based on the length of the queue at the source or destination.
In this case, the arrival rate will vary according to the status of the server. It is more useful for
waiting length reduced and provide more convenient.

10. Conclusion

This paper has examined the M/M/1 differentiated vacation queue with a discouraged arrival
rate, utilising the probability-generating function approach to formulate the queueing model.
Steady-State Probabilities and Performance Measures are also derived in this paper. The
investigation into total cost for arrival rate λ, along with discouraged arrival rates λ1 and λ2,
has provided valuable insights.

Future research will expand upon these findings by investigating an M/M/C discouraged
arrival queueing model with varying arrival rates. This extension will further enhance the un-
derstanding of queueing systems with differentiated vacations and discouraged arrivals, offering
potential applications in various real-world scenarios.
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Abstract. The present investigation studies a hybrid hiatus policy for a finite-space Markovian queue,
incorporating realistic features such as Bernoulli feedback, multiple servers, and balking customers. A
hybrid hiatus policy combines both a working hiatus and a complete hiatus. As soon as the system
becomes empty, the servers switch to a working hiatus. During a working hiatus, the servers operate
at a reduced service rate. Upon completion of the working hiatus and in the absence of waiting
customers, the servers enter a complete hiatus. Once the complete hiatus period concludes, the servers
resume normal operations and begin serving waiting customers. In the context of Bernoulli feedback,
the dissatisfied customer can re-enter the system to receive another service. By utilizing the Markov
recursive approach, we examined the steady-state probabilities of the system and queue sizes and other
queueing indices, viz. Average queue length, average waiting time, throughput, etc. Using the Quasi-
Newton method, a cost function is developed to determine the optimal values of the system’s decision
variables. Furthermore, a soft computing approach based on an adaptive neuro-fuzzy inference system
(ANFIS) is employed to validate the accuracy of the obtained results.

Keywords: ANFIS computing, feedback multi-server queue, hybrid hiatus policy, optimization, re-
cursive approach
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1. Introduction

Queueing models with server vacations find extensive applications across various real-life sys-
tems such as telecommunications, data and voice transmission networks, and production sys-
tems. Over the past several decades, significant research efforts have been dedicated to these
models, resulting in comprehensive surveys and seminal works [4, 10, 16, 22] and references
therein.

One notable advancement in this area is the introduction of working vacation policies, where
servers continue to operate at reduced rates during vacation periods. This concept was first
proposed by [20], marking a pivotal development in queueing theory. Extensive literature has
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since explored various queueing models incorporating working vacations across diverse contexts
[1, 2, 8, 11]. Another significant scenario is queueing models with vacations under balking,
prevalent in manufacturing systems, call centers, and transportation networks. Recent re-
search has focused on multi-server systems with impatient customers under both multiple and
single vacation policies [16], bulk arrival queueing models with variant working vacation and
impatience [6], a finite-capacity discrete-time multi-server queue with synchronous single and
multiple working vacations, Bernoulli feedback, and impatient customers [25], and differentiated
working vacation policies with impatient customers in single-server queues [7].

In the realm of multi-server queueing models with vacation, two primary types exist: syn-
chronous vacations where all servers take vacations simultaneously [3, 5, 18], and asynchronous
vacations where servers take vacations independently [14, 17]. However, despite their practical
relevance, these systems are complex, and there remains a gap in their detailed analysis. In this
study, we introduce a novel operational policy known as the hybrid hiatus, as proposed by Vadi-
vukarasi and Kalidass [23]. This policy involves servers alternating between two operational
states: a working hiatus period, where they operate at reduced capacity, and a complete hiatus
period, where no services are provided. The decision to switch between these states depends on
real-time queue dynamics and system conditions. For instance, in a hospital emergency depart-
ment, during a working hiatus, the department operates with reduced staff. If patient demand
is low, the department may temporarily close until demand increases, or continue operating at
a reduced capacity if immediate care is needed. This policy aims to enhance resource efficiency
and responsiveness in dynamic service environments.

To tackle the complexities of these systems, intelligent systems like the Adaptive Neuro-
Fuzzy Inference System (ANFIS) have been employed. ANFIS integrates fuzzy logic with neural
networks to model nonlinear systems effectively. It has been widely applied for categorization,
prediction, control, and optimization tasks, including transient analysis in queueing systems.
Initially proposed by [15], ANFIS has made significant contributions to queueing theory [9,
12, 13, 21, 24], enabling researchers to compare analytical formulas with ANFIS-generated
numerical outcomes for enhanced system understanding.

In this investigation, we study a finite-capacity Markovian multi-server queue with balking
and feedback, governed by a hybrid hiatus policy consisting of a working hiatus and a complete
hiatus. When the system becomes empty, the servers transition to a working hiatus, where they
serve customers at a reduced rate. Upon completing the working hiatus and with no waiting
customers, the servers opt for a complete hiatus. Once the complete hiatus concludes, the
servers return to their normal operational state to serve waiting customers.Using the Markov
recursive approach, we analyze the steady-state probabilities of the system and queue sizes,
along with various queueing metrics such as the expected number of customers in the system
and queue, expected waiting times, expected balking rates, and probabilities associated with
different server states. We develop a cost function to optimize the system’s decision variables
using the Quasi-Newton method. Furthermore, we employ a soft computing approach based on
an adaptive neuro-fuzzy inference system (ANFIS) to validate the accuracy of our findings.

The structure of this paper is outlined as follows: Section 2 provides a model description and
associated mathematical assumptions. In Section 3, we establish the steady-state solution of
the model using the recursive method. Section 4 presents explicit formulas for queueing metrics
and discusses the ANFIS approach. In Section 5, we introduce the cost model formulation.
Section 6 includes numerical illustrations and discusses cost optimization. Finally, Section 7
presents general conclusions and perspectives.

2. Mathematical formulation of the model

We consider a finite capacity multi-server M/M/c/M queueing system with balking customers,
hybrid hiatus, and feedback. Key assumptions underlying this model include:
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• Customers enter the system following a Poisson process with rate λ.

• During normal busy periods, service times are exponentially distributed with rate β.

• Service times slow down during working hiatus periods, modeled by an exponential dis-
tribution with rate α (α < β).

• Customers are served based on the FCFS (First-Come-First-Served) discipline, and the
system has a finite capacity, denoted as M , with c servers.

• Upon arrival, a customer finds the system in one of several states: on hiatus (no servers
available), during a normal busy period, or during a working hiatus. The customer decides
to either join the queue with probability κ or balk with probability κ′ = 1− κ.

• A hybrid hiatus involves both a working hiatus (WH) and a complete hiatus (CH). When
the system becomes empty, servers transition to WH where they operate at a reduced
service rate. After completing the working hiatus and if there are waiting customers,
servers return to normal busy mode to serve them. If no customers are waiting, servers
move to a complete hiatus. Once the CH concludes, servers return to normal operation
to attend to any waiting customers.

• If a customer is dissatisfied with the service provided, they have two options: they can
leave the system with a probability q, or return later with a probability q′ = 1 − q.
Feedback customers returning later are treated as new arrivals in the system.

The introduced variables are independent of each other.

2.1. Practical motivations

Several key operational dynamics are explored in this study of an M/M/c/M queueing system
applied to a hospital emergency department scenario. Patients arrive according to a Poisson
process, seeking medical attention serviced with exponentially distributed times under normal
conditions (β), and slower times during working hiatuses (α < β). The department has a finite
capacity M , and patients may balk upon arrival if all treatment rooms are occupied, governed
by a probability κ. Hybrid hiatuses are implemented, where during working hiatus periods, the
department operates at reduced capacity and may transition to complete hiatus if no patients
are waiting. Otherwise, it will return to its usual busy state and start serving patients. Patients
dissatisfied with wait times or the quality of care can choose to leave (with a probability q) or
return later (with a probability q′ = 1 − q), treated as new arrivals upon their return. This
model provides insights into optimizing emergency department operations by managing patient
flow, resource utilization, and service quality in dynamic healthcare environments.

3. Steady-state Solution

Let us consider the bivariate process {(A(t), N(t)), t ≥ 0}, where A(t) denotes the number of
customers in the system at time t, and N(t) represents the state of the servers at time t, taking
one of three values: N(t) = 0 when the servers are in normal busy period at time t, N(t) = 1
when the servers are in working hiatus period at time t, and N(t) = 2 when the servers are in
complete hiatus period at time t.

The joint probability Pm,j = limt→∞ P{A(t) = m,N(t) = j, (m, j) ∈ Ω} denotes the steady-
state probabilities of the system. Figure 1 depicts the transition diagram of the considered
model.
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Figure 1: State transition rate diagram.

Using the principle of balance equations

λP0,2 = η1P0,1, m = 0, (1)

(λκ+ η2)P1,2 = λP0,2, m = 1, (2)

(λκ+ η2)Pm,2 = λκPm−1,2, 2 ≤ m ≤ M − 1, (3)

λκPM−1,2 = η2PM,2, m = M, (4)

(λ+ qβ)P1,0 = 2qβP2,0 + η1P1,1 + η2P1,2, m = 1, (5)

(λ+mqβ)Pm,0 = λPm−1,0 + (m+ 1)qβPm+1,0 + η1Pm,1 + η2Pm,2, 2 ≤ m ≤ c− 1, (6)

(λκ+ cqβ)Pc,0 = λPc−1,0 + cqβPc+1,0 + η1Pc,1 + η2Pc,2, (7)

(λκ+ cqβ)Pm,0 = λκPm−1,0 + cqβPm+1,0 + η1Pm,1 + η2Pm,2, c+ 1 ≤ m ≤ M − 1, (8)

cqβPM,0 = λκPM−1,0 + η1PM,1 + η2PM,2, (9)

(λ+ η1)P0,1 = αqP1,1 + qβP1,0, m = 0, (10)

(mαq + λ+ η1)Pm,1 = λPm−1,1 + (m+ 1)qαPm+1,1, 1 ≤ m ≤ c− 1, (11)

(λκ+ cqα+ η1)Pc,1 = λPc−1,1 + cqαPc+1,1, (12)

(λκ+ cqα+ η1)Pm,1 = λκPm−1,1 + cαqPm+1,1, c+ 1 ≤ m ≤ M − 1, (13)

(cqα+ η1)PM,1 = λκPM−1,1, (14)

The normalizing condition is

M∑
m=0

(Pm,0 + Pm,1 + Pm,2) = 1. (15)

Now, we present the solution of the equations above in the following theorem.

Theorem 1. The probabilities describing the system size in different operational periods, namely
the hiatus period (Pm,2), working hiatus period (Pm,1), and normal busy period (Pm,0), in the
steady-state are respectively expressed as follows:

Pm,2 = ΛmPM,2 = Λm

(
M∑

m=0

(Λm + θ1χm) +

M∑
m=1

(θ2Υm − δm)

)−1

, m = 0, 1, 2, ...,M, (16)



ANFIS computing and cost optimization of an M/M/c/M queue 163

Pm,1 = θ1χmPM,2, (17)

Pm,0 = (θ2Υm − δm)PM,2, (18)

where

Λm =



1, m = M,

η2

λκ , m = M − 1,

λκ+η2

λκ Λm+1, 0 ≤ m ≤ M − 2,

(19)

χm =



1, m = M,

cqα+η1

λκ , m = M − 1,

λκ+cqα+η1

λκ χm+1 − cqα
λκ χm+2, c ≤ m ≤ M − 1,

λκ+(m+1)qα+η1

λ χm+1 − (m+1)qα
λ χm+2, m = c− 1,

λ+(m+1)qα+η1

λ χm+1 − (m+2)qα
λ χm+2, 0 ≤ m ≤ c− 2,

(20)

θ1 =
λΛ0

η1χ0
, (21)

Υm =



1, m = M,

cqβ
λκ , m = M − 1,

λκ+cqβ
λκ Υm+1 − cqβ

λκ Υm+2, c ≤ m ≤ M − 1,

λκ+(m+1)qβ
λ Υm+1 − (m+1)qβ

λ Υm+2, m = c− 1,

λ+(m+1)qβ
λ Υm+1 − (m+2)qβ

λ Υm+2, 1 ≤ m ≤ c− 2,

δm =



0, m = M,

η1θ1+η2

λκ , m = M − 1,

θ1η1χm+1+η2Λm+1

λκ , c ≤ m < M − 1,

θ1η1χm+1+η2Λm+1

λ , m = c− 1,

θ1η1χm+1+η2Λm+1

λ , 1 ≤ m ≤ c− 2,

θ2 =
θ1(λ+ η1)χ0 − θ1qαχ1 + qβδ1

qβΥ1
, (22)

and

PM,2 =

(
M∑

m=0

(Λm + θ1χm) +

M∑
m=1

(θ2Υm − δm)

)−1

. (23)
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4. Metrics of system performance

▷ The probabilities associated with different server states–normal busy period, working hiatus,
and hiatus–are defined as follows:

Prb = PM,2

M∑
m=1

(θ2Υm − δm), (24)

Pwh = θ1PM,2

M∑
m=0

χm, (25)

Ph = PM,2

M∑
m=0

Λm. (26)

▷ The expressions for the expected number of customers in the system (Ls) and in the queue
(Lq) are defined as follows:

Ls = PM,2

[
θ2

M∑
m=1

mΥm −
M∑

m=1

mδm + θ1

M∑
m=1

mχm +

M∑
m=1

mΛm

]
, (27)

Lq = PM,2

[
θ2

M∑
m=c

(m− c)Υm −
M∑

m=c

(m− c)δk + θ1

M∑
m=c

(m− c)χm +

M∑
m=1

mΛk

]
. (28)

▷ The expected balking rate:

Br = λPM,2

[
θ2

M∑
m=c

κ
′
Υm −

M∑
m=c

κ
′
δm + θ1

M∑
m=c

κ
′
χm +

M∑
m=c

κ
′
Λm

]
. (29)

▷ The expressions for the expected waiting time of customers in the system (Ws) and in the
queue (Wq) are given by:

Ws =
Ls

λ′ , where λ
′
= λ−Br, (30)

Wq =
Lq

λ′ . (31)

4.1. Adaptive neuro-fuzzy inference system

The Adaptive Neuro-Fuzzy Inference System (ANFIS), as proposed in [15], combines the prin-
ciples of fuzzy logic and neural networks to create a powerful tool capable of modeling complex
systems. ANFIS operates on a multilayer architecture using Takagi-Sugeno fuzzy inference
rules, allowing it to handle multiple inputs and outputs simultaneously with the aid of fuzzy
parameters. This approach enables ANFIS to dynamically learn and interpret intricate patterns
in both linear and nonlinear relationships. By employing Gaussian functions for membership
and utilizing Sugeno-type systems, ANFIS constructs fuzzy if-then rules that are trained using
paired input-output data. This training process ensures ANFIS can swiftly adapt and opti-
mize its performance across diverse applications, including telecommunications, atmospheric
research, and traffic management.
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5. Cost optimization

To construct the cost model, we consider the following cost elements associated with various
events:

• Crb− cost per unit time when the servers are in normal busy period,

• Ch− cost per unit time when the servers are in working hiatus period or on hiatus period,

• Cr− cost per unit time when a customer balks,

• Cβ (resp. Cα)− cost per service per unit time during normal busy period (resp. during
working hiatus period),

• Cs−f− cost per service per unit time for a feedback customer,

• Cb− fixed purchase cost of the server per unit.

Our primary objective is to define the total expected cost per unit time for the system in this
context:

G(β, α) = CrbPrb + Ch(Pwh + Ph) + CrBr + cβCβ + cαCα + cq
′
(β + α)Cs−f + cCb.

6. Numerical simulation

This section centers on the numerical evaluation of diverse performance metrics within the
proposed queueing model, accomplished through parameter variation. It further illustrates
how practitioners can effectively utilize and interpret the resultant findings.

6.1. Performance metrics analysis

In this part, we obtain some various performance measures of interest that are computed under
different scenarios by using a MATLAB program.

(η1, η2) Ls Prb Pwh Ph

(0.5,0.6) 3.1363 0.6283 0.3586 0.0131

(0.6,0.7) 3.0172 0.6695 0.3161 0.0144

(0.7,0.8) 2.9379 0.7022 0.2824 0.0155

(0.8,0.9) 2.8832 0.7286 0.2550 0.0164

(0.9,1.0) 2.8445 0.7505 0.2323 0.0172

Table 1: Impact of working hiatus and hiatus rates (η1, η2) when λ = 6, κ = 0.4, β = 2.5,
α = 1, c = 3, M = 12, q = 0.7.

κ Ws Lq Br

0.1 0.7328 0.0488 1.2949

0.3 0.7711 0.2189 1.1412

0.5 0.8288 0.5123 0.9164

0.7 0.8983 0.9291 0.6146

0.9 0.9787 1.4841 0.2304

Table 2: Impact of non-balking probability κ when λ = 6, η1 = 0.5, η2 = 0.8, β = 2.5, α = 1,
c = 3, M = 12, q = 0.7.
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Figure 2 presents the Gaussian function used to select fuzzy input parameters, like λ, β, α.
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Figure 2: ANFIS membership function for input variables λ, β and α.
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Figure 3: Impact on Lq of α by varying λ.
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Figure 5: Impact on Lq of λ by varying c.

Table 1 illustrates that by increasing the working hiatus rate η1 and hiatus rate η2, the
system tends to transition more quickly to the normal busy period, increasing the probability
of the system being in a normal busy state and decreasing the probability of a working hiatus.
Consequently, this results in a decrease in the mean number of customers in the system. Simul-
taneously, the probability of entering a complete hiatus state increases. This trend is observed
as η1 and η2 are jointly increased, with η2 being smaller than η1.

Table 2 investigates the influence of non-balking probability κ on key performance metrics
in a queueing model under fixed parameter settings. As κ increases, the expected waiting time
Ws in the system tends to increase, indicating longer waits for customers. Concurrently, the ex-
pected number of customers in the queue Lq also rises, reflecting an accumulation of customers
waiting for service. Interestingly, the expected balking rate Br decreases as κ increases, suggest-
ing that higher probabilities of customers entering the system lead to fewer customers choosing
to leave without service. These insights underscore the critical role of non-balking probability
in shaping customer experience and operational dynamics within the queueing system.

From Figures 3 to 5, we explore the nuanced impacts of key parameters on the average queue
length Lq and compare these insights with results derived from the ANFIS model. Figure 3
demonstrates a reduction in Lq as the service rate during working hiatus periods increases,
whereas increasing the arrival rates leads to an increase in Lq. Additionally, Figure 4 reveals
a decrease in Lq with increasing service rates during normal busy periods, while a decrease in
balking probability results in higher Lq. In Figure 5, we observe a rise in Lq with increased
arrival rates, whereas increasing the number of servers leads to a decrease in Lq. Comparing
these findings with ANFIS model predictions shows a close alignment between both approaches,
indicating the reliability and accuracy of the ANFIS model in simulating queue dynamics and
validating analytical results.

6.2. Optimal numerical cost

This section aims to determine the optimal service rates β and α that minimize the expected cost
function. Due to the complex and non-linear nature of this optimization problem, analytical
solutions are impractical. Therefore, we employ advanced nonlinear optimization techniques,
specifically the Quasi-Newton method (QNM), to find the optimal values (β∗, α∗) under fixed
parameter conditions within the cost model framework.
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The optimization problem is formulated as follows:

min
β,α

G(β, α)

s. t.

{
β > α

α > 0.

In what follows, the optimal solutions are given by applying the QNM for various system
parameters. To do this, we fix the parameters as: Crb = 80, Ch = 60, Cr = 50, Cβ = 1,
Cα = 1, Cs−f = 1, Cb = 1.

λ β∗ α∗ G∗(β∗, α∗)

7 5.2308 4.6689 149.6463
7.5 5.5459 5.0649 155.2061
8 5.8278 5.4562 160.7644
8.5 6.1411 5.8804 166.3211
9 6.4199 6.2789 171.8748

Table 3: The optimal (β∗, α∗) and G∗(β∗, α∗) for various values of λ when κ = 0.4, η1 = 0.6,
η2 = 1.1, c = 4, M = 10, q = 0.7.

c β∗ α∗ G∗(β∗, α∗)

2 9.1250 8.0762 165.4715
3 6.2465 6.1956 151.7746
4 4.9263 4.2588 144.0853
5 4.0254 3.0062 139.3775
6 3.3214 2.1391 136.3725
7 2.7058 1,3942 133.9343

Table 4: The optimal (β∗, α∗) and G∗(β∗, α∗) for various values of c when κ = 0.4, η1 = 0.6,
η2 = 1.1, λ = 6.5, M = 10, q = 0.7.

Table 3 illustrates the optimal values (β∗, α∗) and corresponding objective functionG∗(β∗, α∗)
for different arrival rates λ in a specific queueing model. With fixed parameters κ = 0.4,
η1 = 0.6, η2 = 1.1, c = 4, M = 10, and q = 0.7, the results show that as λ increases from 7 to 9,
both β∗ and α∗ also increase. This indicates that higher arrival rates necessitate larger values of
β and α for optimal system performance. Furthermore, G∗(β∗, α∗) increases with λ, reflecting
improved system performance metrics associated with higher arrival rates. The findings provide
critical insights into optimizing queueing systems under varying demand conditions.

From Table 4, increasing the number of servers results in lower minimum costs and service
rates, indicating that reducing the server count would be costly. The study optimizes (β, α)
and evaluates G across various c values in a finite-capacity Markovian multi-server queue with
balking and feedback. Optimal (β∗, α∗) values decrease as c increases, suggesting adjustments
to maintain efficiency and customer satisfaction. G∗ decreases with higher c, showing enhanced
system performance under these conditions, offering strategic insights for managing queueing
systems effectively.
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7. Conclusion

In this investigation, we explored a finite-capacity Markovian multi-server queue with balking
and feedback mechanisms, governed by a hybrid hiatus policy integrating both working and
complete hiatus periods. We examined the effectiveness of this policy as servers transitioned
from normal operations to a reduced service rate during working hiatus periods, followed by a
complete hiatus when no customers were waiting. Once these hiatus concluded, servers resumed
normal operations to attend to waiting customers. Using the Markov recursive approach, we
analyzed the system’s steady-state probabilities and queue metrics, including key measures
such as the expected number of customers in the system and queue, expected waiting times,
expected balking rate, and probabilities associated with different server states. To optimize
decision variables within the system, we developed a cost function implemented through the
Quasi-Newton method. Additionally, we validated our results using a soft computing technique,
specifically an adaptive neuro-fuzzy inference system (ANFIS), to ensure the robustness and
accuracy of our findings. These comprehensive analyses and methodologies provide valuable
insights into enhancing operational efficiency and customer satisfaction in complex queuing
environments.

The model discussed in the paper can be extended to address more complex scenarios, such
as an unreliable multi-server queue with heterogeneous customers, which introduces additional
layers of complexity to the problem. Furthermore, the exponential assumptions can be relaxed
by incorporating phase-type distributions for service times. These extensions would broaden
the applicability of the model, allowing for more realistic simulations and analyses in diverse
queueing environments.
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Abstract. The need for high performance models in the queuing systems; availability in the fields of
computing and communication systems and logistics management poses extensive challenges in design
and development of the appropriate modeling. In this work, we propose a robust probabilistic model to
mitigate these problems by appropriately choosing a multi-server queuing system with dynamic service
facility. The arrival substances, such as packets or jobs or customers or consumers, follow a Poisson
arrival process and these arrivals enter a queuing system according to FIFO discipline. The system
designed in the system is armed with a fixed number of service stations, in which some servers are
capable of allocating additional service capacity by adjusting dynamically. When a customer arrives
at the system, if a free server is available, it is immediately served by one of the free processors; if no
server is free, that is all are busy, the arrived job is accommodated in the queue and waits for service
in the system. In this paper, we proposed a stochastic model to handle peak loads efficiently, boosting
service capacity during burst arrivals. Numerical results presented in this paper are generated by the
spectral expansion method to demonstrate the model’s performance, offering insights into its efficiency
and accuracy. Furthermore, we derived some important special cases of speedup factor, which provide
the mathematical estimation of system performance in terms of computation and communication times.
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QBD process, spectral expansion method

Received: August 11, 2023; accepted: May 6, 2024; available online: October 7, 2024

DOI: 10.17535/crorr.2024.0014

1. Introduction

In real-life queuing systems, especially during peak periods, it’s essential to dynamically adjust
server power to accommodate increased customer arrival rates [1, 12, 16]. This flexibility is
crucial across various industries, including manufacturing and management. During service
time, workload variations are often substantial. At odd times arrivals may be minimal so that
servers sit idle during lean periods. Hence, for cost-effectiveness optimizing server utilization is
imperative which leads to prolonged lifespan of the servers. Identifying a suitable strategy to
allocate power dynamically to the server at the peak period enhances the resources efficiently.
It tends to minimize resource wastage, optimize service delivery and responsiveness in queuing
systems.
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The pursuit of high-performance levels has led to numerous challenges in modeling, design-
ing, and developing fault-tolerant wireless systems [15]. Despite the rapid growth of communi-
cation services, customers’ expectations for availability and performance remain unchanged [21].
Serving signal/data packets and evaluating their performance involves complex computations,
leading to scientific challenges in computing, network communication, and logistics systems
[6, 17]. This complexity paves the way for designing models where a single unbounded queue
evolves as the environment’s state changes over time . Instantaneous service to the customer
and its arrival largely depends on the environment’s state and, to some extent, on the number
of customers arriving at the system. Intrinsically, developing a competent model to accommo-
date this dynamic service facility is essential to meet consumer requirements and safeguarding
system safety and reliability.

Addressing additional power allocation requirements and optimizing the service systems
necessitates tackling the recent technology-scaling issues. These service issues are closely con-
nected to the great challenges to handle during peak times [19]. To mitigate these issues Power
Shifting mode is one viable solution that works efficiently. In this model, during peak arrival,
service capacity is bolstered to selected servers by enhancing its service capacity. This approach,
proposed in this paper ensures seamless, uninterrupted time bounded service and optimizes the
system performance [5, 18]. To alleviate peak power consumption, one of the strategies avail-
able in the field is dynamically increasing service capacity [11]. This can be achieved through
integrating activity-related power estimation techniques and real-time performance feedback
[20].

This process can be easily extended to a multi-server computer system to solve complex
problems. We can observe that dynamically power shifting mode successfully improves power
management, alleviating monetary burdens for various industrial organizations.

The contributions of this paper encompass the following:

▶ Exemplifying the greater efficiency of providing dynamic power allocation over static
budgeting.

▶ Analyzing critical system and workload factors is essential for the success of power shifting
proposals.

▶ Proposing performance-sensitive power budget enforcement mechanisms to ensure system
reliability.

Present available optimization models in the multiprocessor queuing system addresses var-
ious resource allocation strategies in computing, and communication [13]. Its significance is
exemplified through a case study where optimal resource allocation for computing is attained
by minimizing energy usage while accounting for constraints such as average response time,
response time reliability, queuing system stability, and the maximum allowable quantity of re-
sources [14]. This study underscores the importance of incorporating response time reliability
to ensure service quality in cloud computing resource allocation [8].

The model describes a network comprising power-constrained nodes transmitting over chan-
nels, such as wireless links with adaptive transmission rates, as outlined in [15, 22]. Customers
randomly enter the system and await service in the queue at each node, with their data trans-
mitted through the network to respective destinations. To examine various traffic organization
levels, a mathematical model is formulated using rate matrices for support. The design involves
power allocation and joint routing distribution to stabilize the system and ensure bounded av-
erage service guarantees when input rates fall within the capacity region [23]. This performance
holds for both centralized and decentralized implementations, considering general arrival and
channel state processes. The network system is monitored, and the system stability of decen-
tralized algorithms is studied concerning a mobile relay strategy.
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In the work [2], a dynamic power control problem is addressed, focusing on two similar-level
service states subject to random variations in connectivity and switchover server delays between
queues. In each time slot, the server determines whether to maintain a constant level of service
capacity or switch to an additional power level, thus increasing the service capacity [9]. This
decision is based on the current connectivity and queue length information. The introduction of
switchover time as a modeling parameter adds a new layer of complexity, enhancing the overall
interest in the problem.

To describe system stability, a novel approach is proposed. In this method employs state-
action frequencies to identify stationary solutions of the Markov Process and formulate a cor-
responding structured plan [3, 7]. The stability region is characterized with respect to con-
nectivity parameters. This characterization aids in the development of a new framework for
throughput-optimal network policies, supported by state-action frequencies.

2. Mathematical Model and QBD Process System

A queuing network system is modeled in terms of a discrete two-dimensional Markov process
on a semi-infinite lattice strip. The process follows a Markovian property, and the transition
state of the system at observation time t can be expressed by two random variables I(t) and
J(t) used to study the system state at any time t is represented by a two-dimensional random
vector. I(t) represent the system’s operative state, and its values belong to [0, N ] interval
of integers, whereas J(t) represents the number of customers present in the queue (including
served customers) that may be finite or infinite depending on the queuing system. The Markov
process for the QBD queuing system is denoted by: X(t) = [I(t), J(t); t ≥ 0] with its state
space [0, 1, 2, ....N ]× [0, 1...] for infinite queue size. Let X(t) represents the customer’s position
at discrete time t with mean arrival and service rates. The number of births at an ith time
interval (t, t+∆t) with time ∆t would be σ∆t+ o(∆t).

Figure 1: Parallel processor servicing system with dynamic power.

Let there be N + 1 processor configurations, represented by the values I(t) = 0, 1, . . . , N ,
denoting operative states of the multiprocessor system. These configurations constitute the
operative states of the model, and the model assumptions ensure that I(t), for t ≥ 0, forms an
irreducible Markov process. Subsequently, X(t) = {I(t), J(t)]; t ≥ 0} represents an irreducible
Markov process on a lattice strip (a QBD process) that model the system. This system has been
scrutinized for exact performability [4, 10], even under infinite waiting time, i.e., for L → ∞.
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Matrix A is the instantaneous transition rates from operative state i to operative state k, with
zeros on the main diagonal, indicating purely lateral transitions within the model X. Matrices
B and C serve as transition matrices for one-step upward and one-step downward transitions,
respectively. Moreover, when the transition rate matrices do not depend on j, the system
reaches a steady state for j ≥ M , where M , an integer constant, represents a threshold value,
and the process X evolves through the following instantaneous transitions:

• Aj : Purely lateral transition rate, from state (i, j) to state (k, j), (i = 0, 1, . . . , N, k =
0, 1, . . . , N ; i ̸= k; j = 0, 1, . . . , L), caused by a change in the operative state (i.e. servers
sleeping or break-down followed by service up during arrival, and a repair time).

• Bj : One-step upward transition rate matrix, from state (i, j) to state (k, j + 1), (i =
0, 1, . . . , N, k = 0, 1, . . . , N, and j = 0, 1, . . . , L), caused by a job arrivals into the system.

• Cj : One-step downward transition rate matrix, from state (i, j) to state (k, j − 1), (i =
0, 1, . . . , N, k = 0, 1, . . . , N, and j = 0, 1, . . . , L), caused by the departure of a serviced
job.

Let the power be allocated dynamically to the system at the stages where the system needs
more power to process customers’ delays during peak time. At peak times, it requires more
customer service; hence it requires extra power to accomplish the work. During this busy period,
additional servers are dynamically assigned to the system. In the regular period, the system
operates with a fixed service capacity. The parameter µ is the normal mean service rate and
µ0 is the dynamically allocated power to service for the system during a busy time. It can be
observed that J(t) is a process that may move up or down depending on the customer’s arrival
or departure from the queue. I(t) is the service state corresponding to the arrivals that takes
values 0, 1, 2, . . . , p, q, q+1, q+2, . . . , N . Here the states 0 to p represent the system is working
in normal mode, whereas from state q to N the system moves work with dynamic mode.
The QBD Markov system can be expressed in mathematical form as:

x1(t+ 1) = Sp+1xp+1(t) + ...+ Sp+qxP+q(t)− (µ1 + σ1)x1(t)

x2(t+ 1) = σ1x1(t)− (µ2 + σ2)x1(t)

...................................................................................................

...................................................................................................

...................................................................................................

xp+q+r−1(t+ 1) = σp+q+r−2(t)xp+q+r−2(t)− (µp+q+r−1 + σp+q+r−1)xp+q+r−1(t)

xp+q+r(t+ 1) = σp+q+r−1xp+q+r−1(t)− µp+q+rxp+q+r(t)

(1)

xi(t) indicates the system state at ithtransient position with arrival and service rates σi, µi

respectively. At the rth state the system moves from the transient state to the steady state,
so that the system will not depend on arrivals. Equation (1) can be modeled by the spectral
expansion method with transient matrices Aj,Bj, and Cj where the mean arrival rates, the
service rates, and the additional dynamic allocations are denoted by σ µ and µ0, respectively.
The system is prone to breakdown either a single server randomly, with a mean rate ξ or bulk
servers at a rate ξ0. The service rates to repair these servers are represented by η and ηN for
single server and all servers, respectively. It is explained in Figure 1. The service for the packets
arrived at the system is followed by FIFO (first in - first out) discipline. Once the service
is completed, packets are dispatched from the system. Matrix Aj is purely phase transitions
representing services, and Bj is the upward transitions matrix representing the customers’ new
arrival. Matrix Cj represents the downward transition matrix. It represents the number of
customers serviced during the system up.
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As previously stated, matrix Aj represents purely phase transitions representing services,
whereas matrix Bj denotes the upward transitions matrix depicting customers’ new arrivals.
Conversely, matrix Cj represents the downward transition matrix, indicating the number of
customers serviced during the system’s operation.

Aj =



0 Nη0 0 · · · 0 NηN
ξ + ξ0 0 (N − 1)η0 · · · 0 NηN
ξ0 Nη0 0 · · · 0 NηN
...

...
...

...
. . .

...
ξ0 Nη0 0 · · · 0 ηN + η0
ξ0 0 0 · · · Nξ 0


(2)

Bj =



σ 0 0 · · · 0 0
0 σ 0 · · · 0 0
0 0 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · σ 0
0 0 0 · · · 0 σ


(3)

Cj =



min(0, j)µ 0 · · · µ0 · · · µ0 0 · · · 0
0 min(1, j)µ · · · 0 · · · 0 0 · · · 0
...

...
. . .

...
...

...
...

...
...

0 0 · · · min(p+ 1, j)µ · · · 0 0 · · · 0
...

...
. . .

...
...

...
...

...
...

0 0 · · · 0 · · · 0 0 · · · min(N, j)µ


(4)

At threshold point M, the transition matrices reach steady states and become level indepen-
dent. In this steady state, these matrices no longer depend on the parameter j, transitioning
to steady state irreducible matrices A,B, and C respectively.

In matrix from

Aj = A, for all j ≥M

Bj = B, for all j ≥M

Cj = C, for all j ≥M

(5)

For calculating various parameters, the probability of state (i, j) in the steady state is computed
using the probability coefficient Pi,j which has been introduced and defined as follows:

Pi,j = limt→∞[I(t) = i, J(t) = j], 0 ≤ i ≤ N,&0 ≤ j ≤ L (6)

Where L can be finite or infinite.
The probability row vectors at the jthstage are defined as

Vj = [P0,j , P1,j , ...PN,j ], j = 0, 1, 2... (7)

The probability vectors, along with transient state matrices, have been represented with the
help of balance equations.
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V0[D
A
0 +DB

0 ] = V0A0 + V1C1 (8)

Vj [D
A
j +DB

j +DC
j ] = Vj−1Bj−1 + VjAj + Vj+1Cj+1 (9)

Vj [D
A +DB +DC ] = Vj−1B + VjA+ Vj+1C M ≤ j ≤ L (10)

VL[D
A +DC ] = VL−1B + VLA (11)

For an infinite state space, the balance equation is further simplified.

Vj−1Bj−1 + Vj [Aj −Dj ] + Vj+1Cj+1 = 0, j = 0, 1...M − 1 (12)

In equation (12), Dj = DA
j + DB

j + DC
j where DR

j (R = A orB or C) represents the di-
agonal matrix, whose diagonal elements are the sum of each corresponding row of the matrix Rj .

The threshold condition for the system attains at M = N . After reaching this threshold
condition, the system enters a steady state, i.e., the system’s behavior no longer depends on j.
Consequently, balance equations for j =M,M + 1, . . . are as follows.

Vj−1B + Vj [A−D] + Vj+1C = 0 (13)

Furthermore, the total probability of the system always remains at 1, i.e.,

∞∑
j=0

Vj .e = 1 (14)

Here ′e′ represents the nth- order column matrix with elements equal to 1.

To find the probability vectors Vj , the balance equations can be reformulated in terms of
eigenvalues and eigenvectors. Equation (14) leads to a quadratic equation from which eigen
values and their corresponding left eigen vectors can be derived. These values will be essential
in computing performance measures.

Let’s define diagonal matrices Q0, Q1, and Q2 with sizes (N + 1)× (N + 1) from the study
state matrices A,B,C, as Q0 = B,Q1 = A−DA −DB −DC , Q2 = C.
Then the balance equations can be expressed in terms of quadratic form.

VjQ0 + Vj+1Q1 + Vj+2Q2 = 0; where (M − 1) ≤ j ≤ (L− 2) (15)

From this, the characteristic matrix polynomial further can be expressed as:

Q(λ) = Q0 +Q1(λ) +Q2λ
2 (16)

Where

ψQ(λ) = 0; |Q(λ)| = 0. (17)

Here λ, and ψ are the eigenvalues and left eigenvectors of the quadratic polynomial Q(λ) re-
spectively.

To compute eigenvectors and their corresponding eigenvalues, we further simplify the quadratic
form in matrix form.

Q =

[
0 −T0
I T1

]
(18)
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where T0 = B/C and T1 = [A–DA–DB–DC ]/C

It can be further expressed in quadratic notation form as:

ψ[T0 + T1λ+ λ2] = 0 (19)

It can be expressed in a square matrix form of order 2N to compute eigen values and their
corresponding eigen vectors.

ψ

[
0 −T0
I T1

]
= λψ (20)

Since the matrix

[
0 −T0
I T1

]
is a 2N size matrix, hence it has a 2N set of eigen values and

their corresponding left eigen vectors. Out of these 2N eigenvalues, N eigenvalues are exactly
less than one in magnitude.

Now, by considering these N eigenvalues and their corresponding half of left eigenvectors, the
probability vectors can be computed as:

Vj =

N∑
(k=0)

akψkλ
j−M+1
k (21)

Inverting the next N eigenvalues that are greater than one and considering their corresponding
half of left eigenvectors, the probability vector can be defined for the finite state as:

Vj =

N∑
(k=0)

akψkλ
(j−M+1)
k +

N∑
k=1

bkϕkβ
L−j
k (22)

Where a and b are arbitrary constants. β and ϕ are the reciprocal eigenvalues with magnitude
greater than or equal to one and their left eigenvectors of the matrix Q, respectively.

Which can be further resolved in the form of state probabilities as follows:

pi,j =

N∑
k=0

akψk(i)λ
j−M+1
k + bkϕk(i)β

L−j
k where M − 1 ≤ j ≤ L (23)

The arbitrary constants ak and bk, (k = 0, 1, . . . , N) are either scalar real constants or complex
values that need to be computed. These constants can be found with balance equations to
compute various performance measures such as service probability, mean waiting time and loss
probability of the customers, and other measures.

3. Performance Efficiency Factor

In the contemporary world, the ever-growing need for enhanced computational speed is fueled
by technological advancements. One approach to achieving this goal involves partitioning com-
putational tasks among multiple servers. This can be realized through the implementation of
a coupled system or by leveraging cloud computing techniques.

While pursuing the development of a new system, it is crucial to consider the limitations
of network communications and potential delays in work arising from increased computational
and transmission times. Additionally, the system should be designed to be cost-effective. This
section delves into the discussion of boosting speed through the utilization of multiple servers,
acknowledging certain constraints and employing parallel server configurations.
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The computation of the parallel computing performance factor has been considered. The
speedup factor (Sup(p)) is defined to measure adequate performance by adding additional
servers.

Sup(p) =
ts
tp

= Execution time of single server
Execution time of multiple servers (24)

= 2n2

2n2

p +p(tstartup+tdata)+n2(tstartup+4tdata)
(25)

= n(2n+4)
n
p (2n+4)+p(tstartup+ntdata)

(26)

The effect of computation and communication times play crucial role in performance of a
system. As the size of the system increases, exchanging information among the servers gradually
increases. The rate between these two factors can be expressed as:

tp/c =
2n2

p

p(tstartup + 2tdata) + 4n2(tstartup + tdata)
(27)

Where tp/c represents the ratio processing time over communication time.

tp/c =
tcomp

tcomm
=

n
p (2n+ 4)

ptstartup + ntdata
= O

(
n2/p

p+ n2

)
(28)

Which suggests improvement with larger n (scalable).

Several factors affect the maximum not performing speed of the system. These factors include:

▶ All servers are not performing effectively, and in the meantime, some servers are idle.

▶ Communication between processes is another factor in reducing speed.

▶ Effective utilization of other peripherals in multiple service systems.

Anticipating heightened customer arrivals during peak times, it is rational to allocate addi-
tional power, while reverting to standard services during non-peak periods. Initially, N servers
are designated for service. When faced with peak arrivals, additionalM servers are dynamically
assigned to bolster power for seamless task execution. The fraction of work, denoted as f , is
undertaken by the extra power servers (M servers), while the remaining fraction of work (1−f)
is handled by uniform servers (N −M servers). Let ts be the total time required to complete
the work, p represent the single server performance speed factor, and k be the dynamic power
increasing factor from servers. This graphical representation is illustrated in Figure 2, depicting
the relationship between the performance efficiency factor and dynamic power allocation for a
portion of the work.

Figure 2: Performance efficiency factor and dynamic power allocation for part of the work.
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Then the speedup performance factor represents.

Sup(p) =
ts

fts
M
P +(1−f)ts

N−M
kp

(29)

= kp
N−M+f [(k+1)M−N ] (30)

From this, the following cases can be derived.

Case 1: If a customer arrives uniformly throughout the period, the service is performed typi-
cally. Hence, the fraction of work computed with dynamic mode becomes zero.

In this case, M = 0. Hence, the speedup performance factor becomes:

Sup(p) =
kp

N
(31)

Case 2: If the service is expected with extra power throughout the system life, every server
works dynamically. In this case, M becomes N . Hence:

Sup(p) =
p

N
(32)

4. Result Analysis

This section presents numerical results in graphical format, utilizing various parameters to assess
the performance of queuing systems when dynamic services are employed during busy periods.
The comprehensive performance measures are provided for the proposed approach to compare
with traditional method. The results indicate that the performance is notably improved with
the proposed dynamic mode power shifting method. It demonstrates effective job handling
during peak periods, while normal mode service can be seamlessly executed with uniform service
during the system’s general arrivals. Simulation results, depicted graphically, offer insights into
the model’s performance as described in the preceding section, with modifications to various
parameters.

In presenting the results, certain parameters have been kept constant unless explicitly men-
tioned for a specific experiment. Unless otherwise it is not mentioned, the parameters are fixed
as = 1.8, µ0 = 0.1, ηN = 0.01, ξ0 = 0.02, ξ = 0.8, and the maximum number of servers oper-
ating in the system, N = 10, have been consistently maintained throughout the experiments.
A substantial effort has been invested in ensuring a high degree of accuracy in this work.

Figures 3 and 4 depict a queuing system with varying service rates while maintaining a fixed
number of servers and uniform service distribution. The illustrations demonstrate that as the
arrival rate increases, both the mean queue length and the waiting time for service also increase
in response to the influx of job arrivals. These observations suggest an exponential relationship
between the mean queue length, waiting time, and the rate of job arrivals. Figure 3 specifically
portrays the queue length, while Figure 4 represents the time required for service.

In Figure 5, the attention is directed towards dynamic service stations, showcasing different
power factors assigned to servers spanning from station 2 to station 8. Additional powers are
distributed across three distinct levels: server 2 to 5, server 2 to 6, and server 2 to 8. Through
this depiction, it can be deduced that the inclusion of additional servers with dynamic service
capacities results in a decrease in the average waiting time for arrivals, as visually demonstrated
in the graph. Figure 6 illustrates the escalating number of customers awaiting service as the
arrival throughput steadily increases. This graph showcases dynamic service stations ranging
from 2 to 8, each operating at different levels of service capacity.
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Figure 3: Number of customers waiting for ser-
vice in the queuing system over time.

Figure 4: Expected time of the service to the
customer with mean arrival rate increases.

Figure 5: Expected number of customers waiting for service with dynamic power service facility.

Figure 6: The rate of increase in the number of
customers varies with different levels of service
capacity and arrival rates.

Figure 7: The anticipated number of customers
waiting for service upon joining the queue, as
service capacity increases.
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Figure 8: Expected number of customers waiting for service as service capacity increases with
server power adjustment.

Figure 9: Number of customers waiting for ser-
vices across various arrival rates, concerning
the improvement after uplifting failure server.

Figure 10: Correlation between the number
of customers waiting for service with servers
prone to breakdowns.

Both Figure 7 and Figure 8 depict constant arrival rates across different service capacities.
In Figure 7, arrival rates of 8.2, 7.6, and 7.2 are examined within a general service system, while
Figure 8 explores arrival rates of 3.5, 5.2, and 6.0 with dynamic service power shifting. The
results illustrate the influence of additional power allocation to the server on the mean queue
length. It’s observed that as service capacity dynamically increases, there’s a corresponding
reduction in waiting time until it stabilizes at a constant level. This stabilization point indicates
the optimal utilization level, which can be calculated from these observations. Overall, it’s noted
that as service capacity increases, waiting time decreases.

Referring to Figures 9 and 10, the graphs illustrate outcomes under varying arrival rates,
mirroring the patterns observed in the preceding figures. In both scenarios, the machine service
capacity remains constant, set with appropriate parameter values. Figure 9 reveals an intriguing
observation: during periods of fast services for failure servers, service is promptly completed.
Notably, an escalation in repair rate results in a significant reduction in waiting time initially,
until stability is achieved. Turning to Figure 10, the findings depict the impact of varying levels
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of server breakdowns on service time. It becomes evident that as the breakdown rate increases,
the time taken to serve waiting customers also increases. This relationship underscores a direct
proportionality between service time and failure rate.

5. Conclusion

As global customer demand continues to surge, many systems that were once efficient have
become obsolete. Sustained survival requires ongoing improvements in methodologies across
various real-time applications. This work addresses the need for continuous enhancement in one
such application, focusing on the development of new strategies to minimize customer waiting
time in queues during peak periods. The novelty of this approach lies in its dual objectives:
reducing waiting time during peak hours while ensuring servers remain active during less busy
periods. The validation of these methodologies with numerical values has been performed,
demonstrating the practical applicability of the proposed theories in everyday scenarios.
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Abstract. The Minimum Dominating Sets (MDS) problem is pivotal across diverse fields like social
networks and ad hoc wireless networks, representing a significant NP-complete challenge in graph
theory. To tackle this, we propose a novel hybrid cuckoo search approach. While cuckoo search is
renowned for its wide search space exploration, we enhance it with intensification methods and genetic
crossover operators for improved performance. Comprehensive experimental evaluations against state-
of-the-art techniques validate our approach’s effectiveness.
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1. Introduction

Given an undirected graph G = (V,E), a subset S of V is named a dominating set of G if
each vertex v ∈ V is either an element of S or is adjacent to an element of S. Such a subset
is called a dominating set of G, and we say S dominates G or G is dominated by S. The
minimum cardinality of a dominating set in G is denoted by γ(G). If S dominates G, such as
|S| = γ(G), then S is called a Minimum Dominating Set, or MDS for short [10]. As an example,
Figure 1 shows a subgraph of Twitter tweets with 85 vertices that spread specific 5G false news
that is linked directly to the COVID-19 pandemic [20], with nodes denoting Twitter users and
edges representing follower relationships. The MDS obtained by our approach is highlighted
in red. The original status of the publisher is represented by the vertices of the dominating
set, which are marked in red. If we assume the simplest scenario: followers, marked in black,
cannot retweet and content cannot spread out of followers, only 2 users could probably spread
misinformation among the other 83 users.

Figure 1: Representations of a real-induced sub-graph from Twitter.
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The minimum dominating sets and their variations, such as the minimum connected dom-
inating set and the minimum weighted dominating set, have pervasive applications in a wide
range of disciplines, besides routing in ad hoc wireless networks [26], sensor networks, and
MANETs [3]. In addition, the MDS can be employed to determine the main subject sentences
for document summary via sentence network design [27]. Furthermore, the MDS may be used
to model and investigate the positive impact of social networks [7]. Moreover, controlling the
spread of epidemics [22] also involves early diagnosis and control of epidemic spreading in var-
ious areas of human society, such as virus spread in computer systems, misinformation (as
shown in Figure1), and content diffusion via social media [30]. In this paper, we address the
minimum dominating set problem by proposing a new Hybrid Cuckoo Search Algorithm, hence-
forth called HCSA-MDS, that combines the cuckoo search algorithm and the genetic crossover
operator with intensification schemes as well as repairing and cleaning to achieve effective ex-
ploration and exploitation.

1.1. Paper structure

The remainder of this paper is partitioned into many sections. In Section 2 that follows, we
present some linked works, including exact algorithms and heuristics, applied to solving the
MDS problem. Section 3 goes into detail about the Cuckoo Search Algorithm. The hybrid
CSA algorithm is then presented and described in Section 4. Section 5 summarizes the results
of the computation. The paper is finally concluded in Section 6.

2. Related works

The MDS problem is an NP-Hard combinatorial problem [8], and it has been thoroughly in-
vestigated using exact (exponential-time) techniques. The best known exact algorithm for the
MDS problem performs in O(1.4864n) time and polynomial space, constructed through the
measure and conquer approach by Y. Iwata [14]. Unfortunately, the exact techniques that
execute at an exponential scale are only possible for limited-size networks, severely limiting
their effective uses. As a result, scientific researchers have mainly concentrated on stochastic
computational heuristics and, lately, metaheuristics. Hence, many heuristic approaches have
been adopted in the state of the art to handle the MDS problem, such as[16, 25, 2, 15]. More-
over, L. A. Sanchis [19] performed experimental research on different heuristic approaches in
this perspective; he thoroughly investigated many greedy methods for the MDS problem. After
that, Ho et al. [13] presented ACO-TS, an improved Ant Colony Optimization metaheuristic
that integrates a technique for stimulating the building of different solutions based on a con-
cept adopted from genetic algorithms called tournament selection. Subsequently, in [11], Hedar
and Ismail presented a hybrid genetic algorithm referred to as HGA-MDS that employs a local
search characterized by three intensification techniques. Furthermore, in [12], Hedar and Ismail
also suggested a SAMDS metaheuristic addressing the MDS problem by employing a Stochastic
Local Search (SLS) algorithm for strengthening a solution by looking for a stronger one in its
near area. The SLS is enhanced by using a simulated annealing process. Recently, Abed and
Rais [1] introduced a hybrid population-based technique known as the Hybrid Bat Algorithm,
which is rooted in microbat bio-sonar characteristics and simulated annealing. The fact that
SA is efficient in exploitation and the bat algorithm has a high capacity for the exploration of
large regions in the search space helps to ensure a good balance between intensification and
diversification in the search methodology.

3. Cuckoo Search Algorithm

The Cuckoo Search Algorithm (CSA), based on the fascinating breeding behavior of particular
cuckoo species, such as brood parasitism, is one of the most recently developed metaheuristics
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[9]. To describe the Cuckoo Search for clarity, Yang and Deb use the following three idealized
principles [28]:

1. One egg is laid by each cuckoo at a time, and it deposits it in a nest that is selected at
random.

2. The best nests with the highest quality eggs (solutions with the highest fitness) will be
passed on to future generations.

3. The number of host nests is fixed, and a host has a probability of discovering an alien egg
of Pa ∈ [0, 1]. In this scenario, the host bird can either discard the egg or leave the nest
and create a new one at a different site.

A solution’s fitness can simply be proportional to the objective function’s value. A cuckoo egg
signifies a new solution, and each egg in a nest indicates a solution. The goal is to replace the
poor solutions in the nests with new and maybe improved ones (cuckoos). This approach can
be expanded to a more sophisticated scenario of several eggs representing a set of solutions in
each nest. Therefore, we will take the simplest approach possible, with each nest containing
only one egg. The CSA pseudo-code is shown in Algorithm 1 based on these criteria.

Algorithm 1: Cuckoo Search Algorithm: CSA

Input: Problem instance s
Output: The best possible solution s∗

Initialization:
Initialize the population of m host nests (solutions) s = (s1, . . . , sm);,
maxGen : Maximum number of generations,
t← 0.

1 while t ≤ maxGen do
2 Get a cuckoo (say xi) at random using Lévy flights and evaluate its fitness f(xi);
3 Choose one of n (say yi) nests at random.
4 if f(xi) > f(yi) then
5 Replace the old nest xi by the new one yi;
6 else
7 Continue

8 A portion of the worst nests pa are removed and replaced with new ones.
9 Sort the solutions and choose the best one.

10 Refresh the current best solution.
11 t = t+ 1

12 return s∗

After generating the initial population, CSA generates new solutions xi+1 associated to each
cuckoo i in each iteration t by a random walk via Lévy flight:

xt+1
i = xt

i + α⊕ Lévy(λ) (1)

Lévy flights are a type of random walk named after the French mathematician Paul Lévy [5], in
which α above in the equation denotes the step size, which should correspond to the problem’s
interests (most of the time α = 1), and the term product ⊕ denotes entrywise multiplications.
The step lengths are selected from a probability distribution with a power law tail. Lévy
distributions, or stable distributions, are the names given to these probability distributions.

Lévy ∼ u = lλ, (2)

where 1 < λ ≤ 3 and l is the flight length.
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The initial purpose of CSA and Lévy flights was to solve continuous optimization problems.
Yang and Deb [28] show the outperformance and robustness of CSA over GA and PSO because
of its larger search space exploration capacity and fewer parameters to fine-tune than other
algorithms. Actually, there is just one parameter Pa, separate from the population size N .
CSA has been widely used and shown promising efficiency in a variety of optimization and
computational intelligence applications [29]. On the other hand Boumedine and Bouroubi
proposed a discrete hybrid cuckoo search algorithm to solve the protein folding problem [4].
In this paper, we present a discrete hybrid CS-based method, called Hybrid Cuckoo Search
Algorithm for Minimum Dominating Set (HCSA-MDS), to solve the MDS problem, which is
one of the most difficult combinatorial optimization problems. The suggested discrete HCSA-
MDS employs an adaptive Lévy flight for the MDS problem.

4. Hybrid CSA for the MDS problem

We describe our approach to tackling the MDS problem in the following section. Our algorithm
takes as input a problem instance G = (V,E), in which G is an undirected, connected graph, V
is a set of vertices, and E is a set of edges. The HCSA-MDS pseudo-code shown in Algorithm 4
combines the cuckoo search algorithm with the genetic crossover operator and the cleaning with
repair technique to exploit the solutions. Lévy flight, with its ability to explore new regions in
the search space, is a particularly useful strategy in the diversification phase. The goal of this
hybridization is to establish a proper balance between exploration and exploitation. The main
structure is shown in Figure 2.

Figure 2: HCSA-MDS flowchart.

We first discuss the HCSA-MDS components before fully stating pseudo-code 4.

4.1. Solution and population representation

The HCSA-MDS algorithm starts with a population P that contains a set ofm nests (solutions),
some of which are non-feasible. As a result, a 0−1 vector with a dimension equal to the number
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of nodes in the graph G = (V,E) represents a solution x in P . The i-th node in G is part of
the dominating set if the vector’s i-th element has a value of 1. While the i-th vector’s item
has a value of 0, this indicates that a node is not part of the dominant set. Table 1 illustrates
the binary representation of the solution to Example 1 presented in Section 1.

1 2 3 · · · 13 14 15 · · · 85

0 1 0 · · · 0 1 0 · · · 0

Table 1: Binary representation of the best found MDS.

4.2. A new cuckoo egg’s production using the crossover operator
The crossover operator is one of the genetic operators that applies to two parents (solutions)
and then chooses at random any of the crossover points ph, h ∈ {0, 1, ..., n − 1} [23]. Two
offspring (new solutions) are created by joining the parents at the crossover point for the next
generation. However, for any solution from population P that we consider the first parent, we
choose a second parent in a random way from the current population. Then, the one point
crossover operation is used to generate two offspring. In the proposed algorithm, only the best
offspring is chosen for the next stage; see the example in the following Table 2:

Parent Binary representation Offspring Binary representation
First 1010|10110 ⇒ First 1010|10010
Second 1111|10010 Second 1111|10110

Table 2: An illustrative example of a crossover operator with a single point-crossover.

In the previous example, two offspring were produced randomly by combining the first
and second parents at the fourth position. The crossover operation in this example results in
two novel solutions, where the first offspring exhibits superior performance in the minimum
dominating set problem compared to both its parents and sibling.

4.3. Filtering and Reparation procedures

HCSA-MDS employs a filtering mechanism to enhance the MDS solutions by removing redun-
dant nodes, thereby limiting the size of the dominating set while preserving its coverage [11].
This filtering procedure is detailed in Algorithm 2. Complementing this, the reparation proce-
dure addresses solutions S that fail to cover all nodes. It begins by verifying if the solution is
not a dominating set. Subsequently, the next vertex added to the set of dominators is chosen
from the non-dominating vertices with the highest degree. This reparation process continues
until S constitutes a valid dominating set, as illustrated in Algorithm 3.

Algorithm 2: Filtering procedure

Input: Solution S.
Output: Filtered solution.

1 for each node x in S do
2 if x = 1 then
3 Set x = 0
4 Compute the new fitness value of the solution S
5 if the new fitness value is increased then
6 Update the solution S and set x = 0
7 else
8 Reset x = 1

9 return S
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Algorithm 3: Repairing procedure

Input: Solution S.
Output: Repaired solution.

1 if There are non-covered nodes in the solution S then
2 Select a node x with maximum degree in non-covered nodes set;
3 Set x = 1 and update the solution S;
4 Remove x from non-covered nodes and its neighbours;

5 return S

4.4. Construction of a new solution via Lévy flights

Due to its unique step-length characteristics, the Lévy flight strategy efficiently explores search
spaces. To apply this technique to the Minimum Dominating Set (MDS) problem, we relate the
step length, representing the length of the subset, to the values generated by Lévy flights. For
instance, if S S is an n-dimensional solution, we partition the interval [0, 1] into m subintervals
and define the step length (steplength) as follows:

θ
[
0, 1

m

] [
1
m , 2

m

]
...

[
m−1
m , 1

]
steplength

[
1, maxl

m

] [
maxl

m , 2maxl

m

]
...

[
(m−1)maxl

m ,maxl

]
where θ is the Lévy flight value acquired and maxl =

n
h , h ∈ {1, 2, 3, . . . , n} is the maximum

subset we are able to invert. Let i be the length of the subset chosen at random from the
interval generated by Lévy’s flight value. Then, from the n-dimensional solution, we choose a
random position between 1 and n− i, from which the i-inversion begins.

5. Experimental results

HCSA-MDS effectiveness is evaluated against a collection of well-known efficient algorithms
for the Minimum Dominating Set problem that have been reported in the literature. The
rest of this section will be as follows: First, all benchmarks used are presented. Then, we
compare the results obtained by the proposed algorithm with state-of-the-art approaches. We
use Wilcoxon’s signed-rank test to compare the HCSA-MDS method with other approaches.
This nonparametric test is suitable for matched-pair data and detects substantial performance
differences. We also use Critical Difference (CD) diagrams to visualize results, as described in
[6]. First, a Friedman test checks for significant performance differences among algorithms. If
significant, post-hoc analysis follows. CD diagrams rank algorithms on a horizontal axis, with
the best near 1. Statistically similar algorithms are connected by bars. For more details, visit
this link: https://mirkobunse.github.io/CriticalDifferenceDiagrams.jl/stable.

5.1. Data Sets

The Minimum Dominating Set (MDS) problem commonly uses two benchmark datasets. The
first includes 42 random geometric graphs with up to 400 nodes, as outlined in [12]. These
networks are generated by randomly placing n nodes within an M × M area, following specific
instructions detailed in [13]. Multiple graph instances are created per network based on specified
range parameters. The second dataset comprises 20 graphs with 400 and 800 vertices sourced
from [12], where optimal dominating sets are known. These graphs are generated using a
methodology detailed in [19]. For additional benchmark details, please refer to Table 3.

https://mirkobunse.github.io/CriticalDifferenceDiagrams.jl/stable
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Network Id No of nodes (n) Range Area (A) No of instances

N1nA 80 60-120 400×400 7

N2nA 100 80-120 600×600 5

N3nA 200 70-120 700×700 6

N4nA 200 100-160 1000×1000 7

N5nA 250 130-160 1500×1500 4

N6nA 300 180-220 2000×2000 5

N7nA 350 200-230 2500×2500 4

N8nA 400 210-240 3000×3000 4

(a) First benchmark.

Network n p d No of instances

N400
d,0.1 400 0.1 8, 11, 14, 18, 23 5

N400
d,0.3 400 0.3 3, 5, 8, 11, 14 5

N400
d,0.5 400 0.5 3, 5, 8, 11 4

N800
d,0.1 800 0.1 11, 14, 22 3

N800
d,0.3 800 0.3 3, 5 2

N800
d,0.5 800 0.5 3, 6 2

(b) Second benchmark.

Table 3: Benchmark data sets.

5.2. Tuning algorithm parameters

To conduct our experiment, we set the cuckoo search parameters according to the commonly
used values in the literature for various optimization problems [28]. For a fair comparison, we
selected the population size N and the number of generations maxGen based on previous works
addressing similar problem. The population size N was set to 40, the number of generations
maxGen to 100, the probability of the host bird discovering a cuckoo egg Pa to 0.25, and the
cuckoo’s step length parameters γ and α to 1.5 and 1 respectively.

Algorithm 4: HCSA-MDS Algorithm

Input: A graph G = (V,E).
Output: Dominating Set.
Initialization:
Generate an initial population P of m feasible solutions, S = (xi, . . . , xm),
maxGen : Maximum number of generations,
Gen← 0.

1 while Gen ≤ maxGen do
2 i = 1
3 while i ≤ m do
4 Filter the repaired solution to improve its quality
5 Select a random solution xj from P as second parent
6 Produce a new cuckoo egg yj using the crossover operator for the selected

parents xi and xj

7 if f(yj) ≥ f(xi) then
8 Replace xi by the new produced solution yj

9 i = i+ 1

10 Gen = Gen+ 1

11 The worst solutions are removed from P , and new ones are generated via Lévy flight
proportional to Pa ∈ [0, 1]

12 Rank the solutions from the best to the worst and find the best one
13 Update the global optimal solution
14 return Dominating Set

5.3. The numerical performance

Each benchmark was performed 20 times on the first benchmark and 10 times on the second to
ensure a fair comparison. Our HCSA-MDS algorithm was implemented in Python. All testing
was conducted on a system with 16 GB of RAM and a 2.6 GHz Intel Core i5 CPU. The source
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code and datasets for reproducing the experiments are available at https://github.com/elkacem/
HCSA MDS .

5.3.1. Comparative analysis of HCSA-MDS against the state-of-the-art approaches
on the first benchmark

We test the suggested HCSA-MDS on the first benchmark against HGA-MDS [11], SAMDS
[12], and HBA [1] for the purpose of proving the performance of the HCSA-MDS approach.
Check Table 4. The performance of HCSA-MDS is evaluated using the following metrics for
each instance:

1. Best: The smallest dominating set found across all runs for each graph instance.

2. Avg.(Std.): The average and standard deviation of the best solution values from indi-
vidual runs for each graph instance.

3. Worst: The worst solution found in 10 runs for each graph instance (only for HCSA-
MDS).

4. Rea.: The number of runs where the optimal solution (domination number) was achieved.

The following assessment can be drawn from the previous experiments (see Table 4):

• HCSA-MDS is able to improve the best-known solution in 27 out of 42 graph instances
and match the best-known solution for the rest of the 14 instances. And only in one instance
(N52501500, 160) did HBA provide a better solution. For the larger graphs, the differences between
HCSA-MDS and the other algorithms begin to grow. For example, in instances with 300, 350,
and 400 vertices, HCSA-MDS provided better solutions in all graph instances, with a substan-
tial difference, as shown in Figure 4, which simulates the results of a best-solution comparison
between HCSA-MDS and the other approaches. In addition, we used the critical difference
diagram in Figure 3a to verify these results, showing that HCSA-MDS beats all other algo-
rithms, followed by HBA, SAMDS, and HGA-MDS, which is the worst. Summarizing, we can
assert that HCSA-MDS beats the state of the art in terms of solution quality by a large margin.

• Concerning the worst solution obtained over 20 runs, in 17 out of 42 graph instances,
HCSA-MDS is able to outperform the currently best solution produced in the state-of-the-art
approaches. Furthermore, HCSA-MDS’s worst solution matches the best solution provided by
other approaches in 19 instances, and in only 6 cases, the best solution provided by the other
approaches is better than the worst solution by HCSA-MDS. Table 6 displays Wilcoxon’s test
statistics, which show that there is a significant difference between HCSA-MDS and other ap-
proaches. Finally, Figure 3b shows the critical difference plot, where clearly HCSA-MDS exceeds
the state of the art in terms of the worst solution when compared to the best solution yielded
by literature approaches.

• The results of the standard deviation Table 4 demonstrates that HCSA-MDS outperforms
HBA in terms of stability, as it produced stable dominating set values in 12 out of 42 instances,
whereas HBA only provided stable values in 6 out of 42 instances. Additionally, the standard
deviation for HCSA-MDS in the other cases is negligible, indicating high stability. In compari-
son, SAMDS performs better than HGA-MDS, which is the least effective, particularly in dense
graphs. These findings are supported by the mean ranks presented in the critical difference
plots shown in Figure 3c, which confirm that HCSA-MDS is statistically superior to the other
algorithms.

https://github.com/elkacem/ HCSA_MDS
https://github.com/elkacem/ HCSA_MDS
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Graph Id HGA-MDS SAMDS HBA HCSA-MDS
Range Best Avg.(Std.) Best Avg.(Std.) Best Avg.(Std.) Best Avg.(Std.) Worst
N180400 60 15 15.95(0.39) 15 16.35(0.67) 16 16(0) 15 15(0) 15

70 13 14(0.73) 12 14.40(1.14) 13 13.30(0.48) 12 12(0) 12
80 10 10.85(0.59) 10 12(1.03) 10 10.60(0.52) 9 9(0) 9
90 8 8.40(0.50) 8 9.60(1.27) 9 9.60(0.52) 8 8(0) 8

100 7 8.20(0.52) 7 9.10(0.97) 8 8.40(0.52) 7 7(0) 7
110 6 6.05(0.22) 6 7.55(0.69) 6 6.90(0.32) 6 6(0) 6
120 5 5.95(0.39) 5 7(1.08) 6 6.70(0.48) 5 5.10(0.30) 6

N2100600 80 19 19.55(0.85) 18 20.55(1.23) 19 19(0) 18 18(0) 18
90 16 17.20(0.95) 15 17.65(1.73) 18 18(0) 15 15(0) 15

100 14 14.85(0.49) 13 14.95(1.05) 14 14.40(0.52) 13 13.15(0.36) 14
110 11 12.15(0.67) 11 12.85(1.23) 12 12.30(0.48) 11 11(0) 11
120 10 10.15(0.37) 9 12(1.49) 11 11(0) 9 9.25(0.43) 10

N3200700 70 37 45.65(10.83) 35 39.95(2.09) 34 35.40(0.84) 32 32.45(0.59) 34
80 31 33.05(1.32) 29 33.50(1.73) 28 28.20(0.42) 26 27.45(0.59) 28
90 26 28.75(2.67) 25 29, 25(1.94) 25 26(0.67) 23 23.50(0.50) 24

100 21 24.70(4.94) 20 24.20(1.70) 21 21.80(0.42) 18 18.15(0.36) 19
110 19 19.95(0.51) 18 21.40(1.93) 17 17.70(0.48) 16 16.65(0.48) 17
120 17 17.30(0.47) 15 19.55(1.43) 15 16.20(0.79) 14 14(0) 14

N42001000 100 39 45.25(5.57) 38 41.35(1.87) 36 36.70(0.48) 35 36.15(1.01) 38
110 35 37.35(2.06) 33 37.20(2.44) 30 30.80(0.42) 30 30.35(0.48) 31
120 27 28.90(1.77) 26 30.10(1.45) 26 26.30(0.48) 23 23.30(0.46) 24
130 26 27.30(1.13) 25 28.15(1.42) 23 24.20(0.63) 23 23(0.59) 23
140 23 24.35(1.35) 22 25.70(1.84) 22 23(0.67) 20 20.95(0.59) 22
150 21 21.45(0.76) 20 23.55(1.43) 19 20.30(0.82) 17 17.95(0.74) 19
160 20 21.60(0.94) 19 21.30(1.30) 18 18(0) 17 17(0) 17

N52501500 130 55 75.45(24.01) 51 56.05(2.68) 49 50(0.67) 47 47.20(0.40) 48
140 48 59.75(12.78) 46 48.65(1.35) 42 42.60(0.70) 40 40.85(0.36) 41
150 44 48.30(3.34) 41 44.75(1.71) 37 37.90(0.32) 37 37.50(0.50) 38
160 38 41.65(3.42) 37 40.90(1.92) 31 32.60(1.71) 34 34.15(0.36) 35

N63002000 180 54 61.20(6.64) 47 52.35(2.41) 44 45.70(0.95) 43 43.45(0.50) 44
190 48 55.55(6.35) 46 50.20(2.24) 44 44.40(0.52) 40 41.25(0.83) 43
200 41 47.90(5.07) 40 45.25(2.55) 41 41.10(0.32) 36 36.50(0.67) 38
210 40 48.60(7.99) 39 43.60(1.70) 37 37.70(0.82) 34 34.40(0.58) 36
220 36 39.90(4.34) 36 40.65(1.90) 33 34.10(0.57) 31 31.70(0.46) 32

N73502500 200 67 93.45(23.58) 61 66.35(2.13) 58 58.90(0.32) 54 55.85(0.85) 58
210 63 91.20(26.70) 58 61.85(2.18) 53 55(1.05) 48 49.70(0.78) 51
220 55 76.85(30.55) 49 55.05(2.31) 51 51.80(0.63) 44 45.25(0.70) 47
230 51 67(21.02) 48 54.05(2.42) 45 47.10(1.37) 43 43.90(0.83) 45

N84003000 210 79 115.55(41.21) 75 80.15(3.10) 72 73.30(0.95) 68 69.45(0.74) 71
220 77 110.45(39.76) 73 79.25(3.18) 70 71(0.82) 63 64.50(0.92) 66
230 73 111.55(38.94) 71 74.10(2.22) 64 64(0) 60 60.85(0.57) 62
240 70 103.15(32.02) 63 68.80(2.98) 58 59.30(0.67) 56 56.95(0.74) 58

Table 4: Performance comparison of various algorithms for the first benchmark sets.

1 2 3 4

HCSA-MDS

HBA SAMDS

HGA-MDS

(a) Comparison of the best solutions (Best).

4321

HCSA-MDS

HBA SAMDS

HGA-MDS

(b) HCSA-MDS worst solutions (Worst) compared to HBA,SAMDS,
and HGA-MDS best solutions.

1 2 3 4

HCSA-MDS

HBA HGA-MDS

SAMDS

(c) Standard deviation (std.)

Figure 3: Critical Difference plots evaluating HCSA-MDS, HBA, SAMDS, and HGA-MDS for
the first benchmark.
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Figure 4: Best solution analysis of various approaches.

5.3.2. Numerical results for the HCSA-MDS and various approaches on the second
benchmark

We discuss the effectiveness of the suggested HCSA-MDS on the second test case benchmark. Our
method’s results are evaluated against those of state-of-the-art algorithms. Hence, we compare HCSA-
MDS against a variety of greedy algorithms from [19], where Sanshis L described and studied many
greedy heuristics designated Greedy, GreedyRev, GreedyRan, GreedyVote, and GreedyVoteGr, which
is an updated variant of GreedyVote. According to the evaluations, GreedyVoteGr beats other greedy
heuristics when employing the local search process. Similarly, we compare HCSA-MDS with the Hybrid
Genetic Algorithm abbreviated HGA-MDS from [11], as well as Simulated Annealing (SAMDS) from the
paper [12], which shows better performance than HGA-MDS and the greedy heuristics. The numerical
values are presented in Table 5. For each graph instance, the results of various approaches are presented
in terms of the average solution (Avg.) obtained in 10 runs in each table and how many runs out of 10,
the Minimum Dominating Set was reached, which is represented in the column labeled ”Rea.”. Three
alternative graph densities are taken: from dense to sparse, 0.5, 0.3, and 0.1. The experiments in Table
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Criteria Algorithm Z Sig. (p value)

Optimal Reached HGA-MDS vs. GrVoteGr -3.306 0.001

(Opt.) SAMDS vs. HGA-MDS -2.364 0.018

HCSA-MDS vs. HGA-MDS -3.026 0.002

HCSA-MDS vs. SAMDS -2.555 0.011

Average HGA-MDS vs. GrVoteGr -3.351 0.001

(Avg.) SAMDS vs. HGA-MDS -1.601 0.109

HCSA-MDS vs. HGA-MDS -3.051 0.002

HCSA-MDS vs. SAMDS -2.677 0.007

Worst of HCSA-MDS HCSA-MDS vs HBA -3.304 0

VS HCSA-MDS vs SAMDS -4.634 0

Best of Others HCSA-MDS vs HGA-MDS -5.108 0

Table 6: Comparison of statistical test results for different algorithms.

5 shows that HCSA-MDS is the highest-performing algorithm, with absolute distinctions in terms of
average solution and reaching the optimal solution. Moreover,almost all instances reached the optimal
in all 10 runs except two instances (N400

0.3,3,N
800
0.5,33) optimal reached 8, 9 times respectively out of

10. To determine the relevance of the differences between the approaches results and HCSA-MDS, we
used Wilcoxon’s signed-rank test. It only makes sense to consider only the GreedyVoteGr, HGA-MDS,
and SAMDS approaches, as they outperform the other greedy algorithms; moreover, the results of the
rest of the greedy methods are too similar. The test statistics presented in Table 6 show that there
is a significant difference between HGA-MDS and the best-performing algorithm in the Greedy series
from [19], which is GreedyVoteGr, in terms of both criteria. Furthermore, HGA-MDS could perform
equally well as SAMDS in terms of the mean of the solutions found, although SAMDS outperforms
HGA-MDS in terms of the attainment rate of reaching the Minimum Dominating Set. Finally, HCSA-
MDS outperforms SAMDS, HGA-MDS, and GreedyVoteGr since it is outperformed by HGA-MDS. To
conclude, we can state that HCSA-MDS outperforms state-of-the-art approaches in terms of robustness
and stability.

Greedy GreedyRev GreedyRan GreedyVote GreedyVoteGr HGA-MDS SAMDS HCSA-MDS
Graph d Avg(Rea.) Avg(Rea.) Avg(Rea.) Avg(Rea.) Avg(Rea.) Avg(Rea.) Avg(Rea.) Avg(Rea.) Time(s)
N400

0.1,d8 14.2(0) 16.1(4) 30.9(0) 9.2(4) 8(10) 8(10) 8(10) 8(10) 0.09

11 22.1(0) 25.2(0) 33.2(0) 16.8(0) 15.6(5) 11.1(9) 11.1(9) 11(10) 0.07
14 24(0) 25.6(0) 35.2(0) 19(1) 18.6(3) 14.4(6) 14.2(9) 14(10) 0.07
18 27.3(0) 27.3(0) 38.5(0) 21.8(0) 20.4(4) 18.4(6) 18(10) 18(10) 0.11
23 31.3(0) 28.8(0) 41.8(0) 24.9(0) 24.8(0) 24.2(4) 23(10) 23(10) 0.13

N400
0.3,d3 6.8(0) 9.9(0) 10.9(0) 6.8(4) 6(4) 3(10) 3.8(8) 3.2(8) 0.81

5 9(0) 10.6(0) 11.7(0) 8.7(0) 8.7(0) 5.3(7) 5.2(8) 5(10) 0.15
8 10.9(0) 11.6(0) 13.3(0) 9.3(0) 9.2(0) 8.1(9) 9(8) 8(10) 0.12

11 14(0) 12.6(0) 15.6(0) 11.1(9) 11(10) 11(10) 11(10) 11(10) 0.10
14 16.1(0) 14.2(0) 18.2(0) 14(10) 14(10) 14(10) 14(10) 14(10) 0.10

N400
0.5,d3 5(0) 6.3(0) 6.4(0) 5(0) 5(0) 3.1(9) 3.1(9) 3(10) 0.48

8 8.8(3) 8.2(8) 9(0) 8.1(9) 8(10) 8(10) 8(10) 8(10) 0.11
11 11.9(3) 11(10) 11.9(4) 11(10) 11(10) 11(10) 11(10) 11(10) 0.06

N800
0.1,d11 26.3(0) 30.5(0) 40.3(0) 23.7(0) 22.8(1) 11.3(7) 11.3(7) 11(10) 0.45

14 28.1(0) 31.4(0) 41.9(0) 23.5(0) 22.4(2) 14(10) 14(10) 14(10) 0.45
22 34.9(0) 33.1(0) 48.3(0) 27.3(0) 27.3(0) 22.5(5) 22(10) 22(10) 0.60

N800
0.3,d3 8.7(0) 12.1(0) 12.5(0) 9(0) 8.8(1) 7.9(6) 7.3(6) 3(10) 88.3

5 9.7(0) 12.2(0) 13.3(0) 9.4(0) 9.4(0) 6.8(5) 5(10) 5(10) 1.89
N800

0.5,d3 6(0) 7.3(0) 7(0) 6(0) 6(0) 4.4(5) 3.4(8) 3.2(9) 3.25

6 7.4(2) 7.8(0) 8.3(0) 6.3(7) 6.2(8) 6.5(8) 6(10) 6(10) 2.41

Table 5: Numerical results for various approaches on the second benchmark.

5.4. Runtime analysis and computational complexity

Our method’s execution time, relative to instance size, follows a polynomial function C(n) = P(n). By
conducting polynomial regression on the first benchmark’s runtime, we derived an empirical complexity
function: P(n) = 0.01791n2 − 0.4981n + 6.206. This polynomial function adequately represents the
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execution time of the best solution found so far. Our approach demonstrates polynomial complexity
for the considered instances. The algorithm’s theoretical complexity mainly depends on the repair and
crossover functions, both with O(V 2 + V E) complexity, ensuring efficiency and scalability for larger
instances (see Figure 5).

6. Conclusion

In this study, we tackled the Minimum Dominating Set problem, a challenging NP-hard problem in
graph theory, by proposing a Hybrid Cuckoo Search Algorithm (HCSA-MDS). Our algorithm outper-
formed state-of-the-art techniques in experimental evaluations on multiple benchmark sets, demon-
strating superior performance in best, average, and worst solution comparisons. HCSA-MDS combines
the efficient exploration of the cuckoo search algorithm using Lévy flights with intensification schemes
and a genetic crossover operator for solution exploitation. As a future perspective, we plan to explore
hybridizing with single-solution metaheuristics to further enhance the effectiveness and efficiency of our
approach.

Figure 5: HCSA-MDS execution time and polynomial fit.
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1. Introduction

A significant part of combinatorial optimization is closely related to graphs. Within graph
theory, the concept of graph cycles has fundamental importance. Identifying a simple cycle or
a cycle with a specific structure within a graph forms the basis for numerous graph-theoretical
problems that have been under investigation for many years. One such problem is the Eulerian
walk, a cyclic path that traverses each edge exactly once, as discussed in [19]. Another example
is the Hamiltonian cycle, which traverses every vertex exactly once, as explored in [1].

Kumar et al. [11], introduced a heuristic algorithm for the longest simple cycle problem.
The authors utilized both adjacency matrices and adjacency lists, achieving a time complexity
for the proposed algorithm proportional to the number of nodes plus the number of edges of the
graph. In [2], the authors investigated the longest cycle within a graph with a large minimal
degree. For a graph G = (V,E) with a vertex count of |V | = n, the parameter min deg(G)
denotes the smallest degree among all vertices in G, while c(G) represents the size of the longest
cycle within G. The authors demonstrated that for n > k ≥ 2, with min deg(G) ≥ n/k, the
lower bound c(G) ≥ [n/(k − 1)] holds. Broersma et al. [5] proposed exact algorithms for
identifying the longest cycles in claw-free graphs. A claw, in this context, refers to a star
graph including three edges. The authors introduced two algorithms for identifying the longest
cycle within such graphs containing n vertices: one algorithm operates in O(1.6818n) time with
exponential space complexity, while the second algorithm functions in O(1.8878n) time with
polynomial space complexity.

In the work by Lokshtanov [12], the focus lies on the examination of the longest isometric
cycle within a graph, which is defined as the longest cycle where the distance between any two
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vertices on the cycle remains consistent with their distances in the original graph. The author
introduced a polynomial-time algorithm to address this specific problem.

Our primary focus in this paper is dedicated to addressing the challenge of identifying the
longest induced (or chordless) cycle problem. For a graph G = (V,E) and a subset W ⊆ V ,
the W -induced graph G[W ] comprises all the vertices from set W and the edges from G that
connect vertices exclusively within W . The objective of the longest induced cycle problem is to
determine the largest possible subset W for which the graph G[W ] forms a cycle. While it may
seem straightforward to obtain an induced cycle since every isometric cycle is an induced cycle,
it has been shown that identifying the longest induced cycle within a graph is an NP-complete
problem, as demonstrated by Garey et al. [8].

The longest induced path (P ), discussed in [14], represents a sequence of vertices within
graph G, where each consecutive pair of vertices is connected by an edge e ∈ E and there
is no edge between non-consecutive vertices within P . In the context of a general graph G,
determining the existence of an induced path with a specific length is proven to be NP-complete,
as detailed in [8]. Consequently, the longest induced cycle can be considered as a special case
of the longest induced path.

Holes in a graph, defined as induced cycles with four or more vertices, play a significant
role in various contexts. Perfect graphs, for instance, are characterized by the absence of odd
holes or their complements [6]. Moreover, when addressing challenges like finding maximum
independent sets in a graph [15], the existence of odd holes leads to the formulation of odd
hole inequalities, strengthening approaches for these problems. Similarly, in other problem
domains such as set packing and set partitioning [4], these odd hole inequalities serve as crucial
components.

Several papers have explored the longest induced cycle problem in graphs with specific
structures. In [7], the author investigated the longest induced cycle within the unit circulant
graph. To define the unit circulant graph Xn = Cay(Zn;Z∗

n), where n is a positive integer,
consider the following. The vertex set of Xn, denoted as V (n), comprises the elements of Zn,
the ring of integers modulo n. The edge set of Xn, represented as E(n), for x, y ∈ V (n),
(x, y) ∈ E(n) if and only if x− y ∈ Z∗

n, with Z∗
n being the set of units within the ring Zn. The

author demonstrates that if the positive integer n has r distinct prime divisors, thenXn contains
an induced cycle of length 2r +2. In a separate study by Wojciechowski et al. [20], the authors
examine the longest induced cycles within hypercube graphs. If G represents a d-dimensional
hypercube, they proved the existence of an induced cycle with a length ≥ (9/64) · 2d.

Almost parallel to our work, Pereira et al. [17] dealt with the longest cordless cycle problem,
which is equivalent to the longest induced cycle problem. They presented an integer linear
program (ILP) formulation along with additional valid inequalities to strengthen and refine the
formulation, all of which were incorporated into a branch-and-cut algorithm. They applied a
multi-start heuristic method for initial solution generation and then conducted performance
evaluations of the algorithm on a range of randomly generated graphs, including those with
up to 100 vertices. They could solve the largest problems within 3,011.17 seconds. Our aim
is to provide models and methods that can work more efficiently. The models and the best
branch-and-cut versions proposed in [17] are discussed in Section 2.5.

Our paper proposes three integer linear programs (ILPs) designed to handle the longest
induced cycle problem within general graphs. Some of these models were built based on those
used in previous work focused on solving the longest induced path problem, as seen in the
studies by Marzo et al. [13] and Bokler et al. [3]. Matsypura et al. [14] introduced three integer
programming (IP) formulations and an exact iterative algorithm based on these IP formulations
for tackling the longest induced path problem. However, it is important to note that we do not
extend these methods, as they were found to be less effective compared to models in [13, 3].

The rest of the paper is organized as follows. Sections 2 and 3 discuss the models and
methodologies used to solve the problem together with the best models and methods presented
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in [17]. Section 4 reports the numerical results to show the efficiency of our models, also
compared to the results in [17]. The conclusion of our work is presented in Section 5.

2. Models

2.1. Notations

Let G = (V,E) be a directed graph with vertex set V and edge set E ⊂ V × V . An edge
e = (i, j) ∈ E is defined for some i, j ∈ V . The symmetric pair is given as ē = (j, i). For
undirected graphs, we introduce the symmetric edge set E∗ = E ∪ {ē = (j, i) : e = (i, j) ∈ E}.

We use the notation δ for adjacent edges over vertices and edges as follows. Let us denote
the outgoing and incoming edges incident to vertex i with δ+(i) = {(i, k) ∈ E∗}, and δ−(i) =
{(k, i) ∈ E∗}, respectively. Additionally, δ(i) = δ+(i) ∪ δ−(i) denote all the edges incident to
vertex i.

For an edge e = (i, j) ∈ E∗, outgoing edges are δ+(e) = δ+(i)∪ δ+(j) \ {e, ē}, and similarly,
incoming edges are δ−(e) = δ−(i) ∪ δ−(j) \ {e, ē}. The neighbour edges of e are denoted by
δ(e) = δ+(e) ∪ δ−(e) for all e ∈ E∗. This notation can be extended to any subset of vertices
C ⊂ V , where δ+(C) := {(k, l) ∈ E∗ : k ∈ C, l ∈ V \ C} and δ−(C) := {(k, l) ∈ E∗ : l ∈ C, k ∈
V \C} denote the outgoing and incoming edges of C, respectively, and δ(C) = δ+(C) ∪ δ−(C)
all edges that connect C with V \ C.

2.2. Order-based model

The first model to discuss, called LIC, is an MILP model using order-based formulation to avoid
subtours. The formalism of the model is as follows:

max
∑
i∈V

yi (1)

subject to

xe + xē ≤ 1 ∀ e ∈ E (2)∑
g∈δ+(e)

xg ≤ 1 ∀ e ∈ E∗ (3)

yi =
∑

g∈δ+(i)

xg ∀i ∈ V (4)

yi =
∑

g∈δ−(i)

xg ∀i ∈ V (5)

∑
i∈V

wi = 1 (6)

wi ≤ yi ∀ i ∈ V (7)

ui − uj ≤ n(1− xe)− 1 + nwi ∀e ∈ E∗ (8)∑
i∈V

iwi ≤ jyj + n(1− yj) ∀ j ∈ V (9)

yi, ui ≥ 0 ∀i ∈ V (10)

xe ∈ {0, 1} ∀e ∈ E∗ (11)

wi ∈ {0, 1} ∀i ∈ V (12)
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The variable yi indicates whether vertex i is part of the longest induced cycle or not.
Consequently, the objective in (1) aims to maximize the sum of these variables, which directly
corresponds to the length of the cycle. The decision variable xe is one if the edge e is included
in the solution, and zero otherwise.

The constraints can be understood as follows. Given that E∗ is symmetric, constraint (2)
guarantees that only one of the edges e or ē can exist in the cycle, preventing the formation of
small cycles. Constraint (3) ensures that for any edge e = (i, j) ∈ E∗, only one outgoing edge
from either vertex i or vertex j can be part of the cycle. Constraints (4) and (5) ensure that for
a given vertex i, only one outgoing edge and one incoming edge can be chosen to be part of the
cycle. The variable wi is introduced to handle the position of the last vertex in the solution,
helping in the ordering process. Constraints (6)-(7) ensure that wi is 1 for exactly one vertex
and that wi can be 1 only for one of the vertices in the solution, respectively. The constraint
(8) is a modified Miller-Tucker-Zemlin (MTZ) order-based formulation: if edge e = (i, j) is in
the cycle, vertices i and j must be arranged in sequential order according to variables ui and
uj such that uj ≥ ui + 1, unless the binary variable wi equals 1. Constraint (9) functions as a
symmetry-breaking constraint, as described in [18]. It enforces that the last vertex in the cycle
must have the smallest index among all vertices in the cycle.

For a variation of the above introduced LIC model consider the following constraint:

xe + xē ≥ yi + yj − 1 ∀ e = (i, j) ∈ E (13)

Constraint (13) guarantees that either edge e or ē must be included in the solution if both
endpoints i and j are part of the solution. Conversely, if an edge is not selected for the solution,
neither of its endpoints can be included in the solution. By substituting constraint (3) in the
original LIC model with constraint (13), we create a new model, LIC2. This modification leads
to improved runtime performance compared to LIC, as demonstrated in Section 4.

2.3. Subtour-elimination model

The second model we employ to address the longest induced cycle problem is based on the
model presented by Bokler et al. [3], which is referred to ILPcut and was originally designed
for identifying the longest induced path. E∗ is the symmetric edge set, as defined previously.
Let C represent the set of cycles in G. The model is defined as follows:

max
1

2

∑
e∈E∗

xe (14)

subject to

xe = xē ∀e ∈ E (15)

xe ≤
∑

g∈δ−(i)

xg ∀ e = (i, j) ∈ E∗ (16)

∑
g∈δ−(i)

xg +
∑

g∈δ+(j)

xg ≤ 2 ∀ e = (i, j) ∈ E∗ (17)

∑
e∈δ(i)

xe ≤
∑

g∈δ(C)

xg ∀C ∈ C, i ∈ C (18)

xe ∈ {0, 1} ∀e ∈ E∗ (19)

The binary decision variable xe indicates whether edge e is a part of the longest induced
cycle, but unlike in the LIC model (in Section 2.2), in this case, edge selection is symmetric.
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Consequently, the objective is to maximize half of the sum of these variables, as defined in
objective function (14). Symmetry of the solution is guaranteed by (15). Constraint (16)
enforces that the solution forms a cycle or cycles, while constraint (17) specifies that for any
edge e in the solution, precisely two of its adjacent edges must also be in the solution. This
ensures the induced property of the solution. Constraint (18) is utilized to eliminate small
cycles in the graph.

2.4. Cycle-elimination model

Our third model, called cec, is a modified version of the cec model introduced in [13] to find
the longest induced path. In this model, the symmetry of the edges is not used. The formalism
of the model is as follows:

max
∑
i∈V

yi (20)

subject to

∑
e∈δ(i)

xe = 2yi ∀ i ∈ V (21)

xe ≤ yi ∀ i ∈ V, e ∈ δ(i) (22)

xe ≥ yi + yj − 1 ∀e = (i, j) ∈ E (23)∑
i∈C

yi ≤ |C| − 1 ∀C ∈ C (24)

yi ∈ {0, 1} ∀i ∈ V (25)

xe ∈ {0, 1} ∀e ∈ E (26)

The binary decision variable yi maintains its previous interpretation, equal to 1 if vertex i
is part of the solution. Additionally, variable xe is set to 1 if edge e is included in the solution.
However, in this context, the symmetric edge is not needed. The objective function (20) seeks
to maximize the number of vertices within the induced cycle. Constraint (21) guarantees that
each vertex within the solution is connected to precisely two vertices in the cycle. Constraints
(22) and (23) are in place to ensure that the cycle is induced. To eliminate solutions composed
of small cycles from consideration, constraint (24) is introduced. C represents a set of the cycles
for the given graph. Constraint (24) is added to the model to enforce the solution to consist of
a single cycle. This means that multiple small cycles are not deemed valid solutions.

2.5. Cordless-cycle model

The CCP formulation was introduced by Pereira et al. [17] to deal with the problem at hand.
The CCP formulation is formally described as follows:

max
∑
i∈V

yi (27)
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subject to ∑
e∈E

xe =
∑
i∈V

yi (28)∑
i∈V

yi ≥ 4 (29)∑
e∈δ(i)

xe = 2yi ∀ i ∈ V (30)

∑
g∈δ(C)

xg ≥ 2(yi + yj − 1) C ⊂ V, i ∈ C, j ∈ V \ C (31)

xe ≤ yi ∀ i ∈ V, e ∈ δ(i) (32)

xe ≥ yi + yj − 1 ∀ e = (i, j) ∈ E (33)

xe ∈ {0, 1} ∀e ∈ E (34)

yi ∈ {0, 1} ∀i ∈ V (35)

The formulation includes the usual sets of binary variables: yi and xe, indicating whether
vertex i and edge e are in the cycle or not. Consequently, the number of selected vertices and
edges is equal, as required by (28), and at least four vertices must be selected by (29). Each
vertex within the solution is incident to precisely two edges, as guaranteed by (30). Moreover,
the subgraph defined by x and y remains connected, as guaranteed by the subtour elimination
constraint (31). Furthermore, (32)–(33) ensures that any solution is an induced subgraph of
G. More specifically, any edge of G with both its endpoints belonging to the solution must be
part of the solution.

The CCP formulation was employed by the authors of [17], along with various valid in-
equalities. They introduced nine branch-and-cut (BC ) algorithms and subsequently chose the
top three among them. The first one, labeled as BC1 contains constraints (28)-(35), and in
addition the following constraint:∑

g∈δ(C)

xg ≥ 2xe C ⊂ V, e = (i, j) ∈ E, i ∈ C, j ∈ V \ C (36)

This algorithm initiates by separating (31), and subsequently, the resulting inequality is en-
hanced to the more robust form of (36). This specific constraint ensures that if xe = 1, then
it is mandatory for yi = yj = 1 to hold true, due to the presence of inequalities (32)-(33).
For the BC2 and BC3 algorithms, both constraints (37) and (38) were included together with
constraints (28)-(36). ∑

i∈Q

yi ≤ 2 (37)

∑
e∈E(Q)

xe ≥
∑
i∈Q

yi − 1 (38)

For a clique Q ⊂ V , |Q| ≥ 3. Constraint (37) ensures that within a clique Q at most two of its
vertices can be part of the induced cycle. On the other hand, constraint (38) guarantees that
for a clique Q the number of vertices that can be part of the induced cycle is limited to at most
one more than the number of edges that can be included from the clique. Namely, only one of
the edges from Q might be included in the solution.

For the BC2 algorithm, they implemented a rule that imposes no restrictions on the number
of separation rounds. In other words, whenever a violated inequality is detected, it is included
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in the cut pool. Conversely, for BC3, a fixed number of separation rounds, specifically 30,
was established, and inequalities were added to the cut pool if a clique did not share two or
more vertices with a clique in a previously accepted inequality. The order of inequalities in
the cut pool was determined by descending order of the absolute values of their corresponding
linear programming relaxation dual variables. All three algorithms utilized the lower bounds
obtained from the multi-start CCP heuristic [17], which is a constructive procedure that takes
a predefined edge as input data. The algorithm then seeks to extend a tentative path, P ,
containing the selected vertices. Vertices are added to P one at a time, accepted if they are
adjacent to one of the path’s current extremities and not adjacent to any internal vertices. The
procedure terminates when the endpoints of P meet, resulting in a chordless cycle of G, or
when further expansion of P becomes impossible.

3. Algorithms

Out of the three models we have introduced, only LIC (and LIC2) can be directly solved using
any MILP solver. Both ILPcut and cec rely on the set of small cycles, which are usually created
as part of the solution process, either through an iterative cut generation approach or, more
effectively, via branch-and-cut algorithm by employing separation.

Note that subtour elimination inequalities (18) and (24), present in the ILPcut and cec
models respectively, exhibit exponential complexity. Consequently, attempting to enumerate
all inequalities corresponding to each subtour within the graph and subsequently cutting them
becomes impractical. Instead, we have added these inequalities to the ILPcut and cec models
as soon as facing them. Hence, the cut generation approach is employed as follows: the method
is initiated with a model relaxing all subtour elimination inequalities, and if subtours arise in
integer solutions, violated inequalities are added, and this process is repeated until the optimal
solution is reached. For that, callback functionality from Gurobi [9] was employed, which can
be used to add these inequalities iteratively.

We employed the Depth-First Search (DFS) algorithm on the induced subgraph of the
integer solution to identify cycles, subsequently introducing a new inequality for each subtour
discovered.The entire procedure, which combines the models and cut generations, is shown in
Algorithms 1 and 2.

3.1. Initialization

In the initialization phase of the procedure, the ILPcut and cec models are created, encompass-
ing the creation of their variables, constraints, and objective functions.

3.2. Cut generation

To tackle the ILPcut and cec models, we combine the cut generation mechanism with the
Branch-and-bound method, as explained earlier in this section. Consequently, each model was
addressed using two distinct methodologies, as outlined below.

3.2.1. Soft approach

The first approach involves cut generation as outlined in Algorithm 1. In each iteration, a
subproblem from the Branch-and-Bound tree is solved. In line 4 the algorithm checks if the
solution of the subproblem is an integer solution. Based on this, the DFS algorithm is employed
to detect any subtours within the solution, as shown in line 5. If a subtour exists, and its length
is less than or equal to the value of the variable longest induced cycle, a cut is appended for
that cycle. If not, the value of the variable is updated to reflect the length of the cycle, and
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there is no need to introduce a cut because the cycle could potentially be the optimal solution.
These details are clarified in lines 6 through 9. The cut generation terminates when there are
no further subtours present in the solution, indicating the completion of the procedure.

Algorithm 1 Cut Generation1

1: Input: model Initialization()
2: longest induced cycle ← 0
3: function Cut Generation1()
4: if model.status == feasible integer then ▷ model has integer solution
5: C ← DFS(feasible integer) ▷ find subtour in the solution
6: if length(C) ≤ longest induced cycle then
7: model.addConstr(18, 24) ▷ add cut (18) or (24) to the model
8: else
9: longest induced cycle ← length(C) ▷ update variable value

10: end if
11: end if
12: end function
13: model.optimize(Cut Generation1()) ▷ solve the model using cut generation
14: print(longest induced cycle)

3.2.2. Tough approach

The second cut generation-based approach is detailed in Algorithm 2. In each iteration, a
subproblem is solved, and if an integer solution is obtained, the algorithm verifies the presence
of any subtours using the DFS algorithm, as described in lines 4 through 5. If any cycles are
detected, a cut is integrated into the model (line 6), and the length of the cycle is updated
if it exceeds the value of the variable longest induced cycle (line 8). Although we may cut
the optimal induced cycle, its length (and possibly the cycle itself) is recorded. It is important
to note that in order to further improve the procedure, a constraint is added to the model in
line 10. This constraint ensures that the objective value must be greater than the length of
the largest induced cycle discovered so far. By using this cut generation, the branch-and-cut
indicates the infeasibility of the problem, yet the longest induced cycle length recorded in the
variable longest induced cycle.

Algorithm 2 Cut Generation2

1: Input: model Initialization()
2: longest induced cycle ← 0
3: function Cut Generation2()
4: if model.status == feasible integer then ▷ model has integer solution
5: C ← DFS(feasible integer) ▷ find subtour in the solution
6: model.addConstr(18, 24) ▷ add cut (18) or (24) to the model
7: if length(C) > longest induced cycle then
8: longest induced cycle ← length(C)

9: end if
10: model.addConstr(model.ObjVal >= longest induced cycle + 1)

11: end if
12: end function
13: model.optimize(Cut Generation2()) ▷ solve the model using cut generation
14: print(longest induced cycle)
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3.3. Longest Isometric Cycle

Lokshtanov’s algorithm, as described in [12], aims to identify the longest isometric cycle within
a graph. In accordance with the definition of an isometric cycle, as discussed in Section 1, if
a given graph G contains an isometric cycle with a length of ℓ, then there must also exist an
induced cycle within the graph with a length of m where m ≥ ℓ. Consequently, the longest
isometric cycle serves as a benchmark for the longest induced cycle. The algorithm’s objective
is to verify the existence of an isometric cycle with a length of k in a given graph G = (V,E). If
such a cycle exists, the graph G can be employed to construct a new graph Gk with vertices as
vertex-pairs of G. Namely, V (Gk) = {(u, v) ∈ V : d(u, v) = ⌊k/2⌋}, where d(u, v) is the length
of the shortest path between u and v, and its edge set given by E(Gk) = {((u, v), (w, x)) :
(u,w) ∈ E(G) ∧ (v, x) ∈ E(G)}.

The method is outlined in Algorithm 3. For a given value of k, the algorithm computes the
graph Gk and examines whether there exists a pair of vertices (u, v) and (v, x) within V (Gk)
such that (v, x) belongs to the set Mk(u, v) := {(u, x) : (u, x) ∈ V (Gk) ∧ (v, x) ∈ E(G)} and
dGk

[(u, v), (v, x)] = ⌊k/2⌋. If such a pair is found, it indicates the presence of an isometric cycle
with a length of k.

Algorithm 3 Longest Isometric Cycle

1: LISC ← 0
2: for all l ∈ V, i ∈ V, j ∈ V do ▷ distance calculation by Floyd algorithm
3: d(i, j)← min{d(i, j), d(i, l) + d(j, l)}
4: end for
5: if G is a tree then ▷ no cycles in tree graph
6: return LISC

7: end if
8: for k = 3→ n do
9: Vk ← ∅ ▷ vertices of Gk

10: for all u, v ∈ V do
11: if d(u, v) = ⌊k/2⌋ then
12: Vk ← Vk ∪ {(u, v)}
13: end if
14: end for
15: Ek ← ∅ ▷ edges of Gk

16: for all (u, v), (w, x) ∈ Vk do
17: if (u,w) ∈ E ∧ (v, x) ∈ E then
18: Ek ← Ek ∪ {((u, v), (w, x))}
19: end if
20: end for
21: Gk ← (Vk, Ek)
22: for all (u, v, x) ∈ V do
23: if (u, v) ∈ Vk ∧ (v, x) ∈Mk(v, u) ∧ dGk

[(u, v), (v, x)] = ⌊k/2⌋ then
24: LISC ← k
25: end if
26: end for
27: end for
28: print(LISC)
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4. Numerical experiments

To demonstrate and evaluate the effectiveness of the proposed methods, we present numerical
results for three models: the LIC model, the ILPcut model, and the cec model. Furthermore, we
conducted a comparison between our best results and results from [17] on randomly generated
graphs to highlight the efficiency of our approach in comparison to existing methods.

4.1. Computational environment and datasets

The algorithms detailed in Section 3 were implemented in Julia 1.7.0, utilizing the JuMP
package version 0.22.1. We employed Gurobi 9.5.0 as the solver for all experiments. Each run
was constrained to a one-hour time limit and a single thread. For the longest isometric cycle
algorithm, we implemented it using Python 3.8 with a 24-hour time limit. These computations
were performed on a computer with an Intel Core i7-4600U CPU, 8GB of RAM, and running
the Windows 10 operating system.

To verify the efficacy of our methods, we employed two sets of network datasets. The first
is the RWC set, comprising 19 real-world networks that encompass communication and social
networks within companies, networks of book characters, as well as transportation, biological,
and engineering networks, as described in [14]. Additionally, we utilized the Movie Galaxy
(MG) set, consisting of 773 graphs that represent social networks among movie characters, as
detailed in [10]. For further information about these instances, the reader is referred to the
following link: http://tcs.uos.de/research/lip.

To perform a comparison with the results presented in [17], we conducted experiments on
random graphs with varying values of n ranging from 50 to 100, considering both 10% and 30%
density, as in [17]. For every case, 10 graphs were generated. Every run was restricted to a
maximum duration of one hour, with no restrictions on the number of threads, and with an
initial solution set to 4, as described in [17]. Regarding the hardware comparison, we utilized
the information available in [16] to collect the details of the CPU utilized in all experiments, as
outlined in Table 1. It is evident that the computer used in [17] is more powerful than ours. To
ensure a fair comparison, we normalized the execution times in all cases. The ratio between the
single-thread ratings gives a good approximation of the relative speed. Therefore, we calculated
this ratio in the last row of Table 1. The run time was then modified by multiplying it by the
obtained ratio.

Benchmarks Intel Core i7-4600U Intel Xeon W-3223 [17]

Clock Speed (GHz) 2.1 3.5
Turbo Speed (GHz) Up to 3.3 Up to 4.0 GHz

Number of Physical Cores 2 (Threads: 4) 8 (Threads: 16)
Single Thread Rating 1641 2480

Ratio 0.66 1

Table 1: CPU performance comparison between the CPU used in this paper and in [17].

4.2. Computational results

Table 2 presents the computational experiments conducted on the RWC instances. The second
column displays the optimal solutions for each instance (opt). In the third column, we find
the length of the longest isometric cycle (LISC ), if possible. The fourth and fifth columns
respectively indicate the number of vertices (N) and edges (M) of the corresponding graph.

http://tcs.uos.de/research/lip
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Columns six through eleven show the time in seconds required to identify the optimal solution
using the various methods employed in this study. Specifically, ILPcut2 and cec2 refer to the
methods outlined in Algorithm 2. For all these methods, we also initiated the search using
the LISC value, incorporating the constraint ObjVal ≥ LISC. These methods are indicated in
every second row corresponding to each graph. Instances that resulted in timeouts are denoted
by the symbol �.

graph opt LISC N M LIC LIC2 ILPcut ILPcut2 cec cec2

high-tech 10 5 33 91
1.22 0.63 0.95 0.33 0.38 0.14
0.99 0.42 1.15 1.57 1.02 0.77

karate 6 5 34 78
0.63 0.58 0.21 0.24 0.20 0.19
0.66 0.53 0.23 0.29 0.24 0.17

mexican 13 7 35 117
0.92 0.82 0.66 0.88 0.24 0.20
0.83 0.78 0.69 0.74 0.20 0.20

sawmill 6 5 36 62
0.54 0.43 0.18 0.37 0.15 0.10
0.33 0.30 0.36 0.16 0.13 0.11

tailorS1 12 7 39 158
2.93 1.11 1.37 1.45 0.34 0.33
1.38 0.89 1.76 1.76 0.37 0.44

chesapeake 15 5 39 170
1.01 0.69 0.56 0.81 0.24 0.22
1.05 0.72 0.97 0.87 0.28 0.31

tailorS2 12 5 39 223
3.11 2.05 3.49 4.46 0.74 0.65
3.25 3.09 3.74 4.62 0.83 0.75

attiro 28 9 59 128
0.93 1.24 0.55 0.53 0.18 0.24
0.67 0.71 0.52 0.68 0.28 0.31

krebs 8 7 62 153
10.91 7.23 1.19 0.94 0.94 0.48
10.39 5.56 0.86 1.02 0.57 0.38

dolphins 20 7 62 159
14.75 23.70 1.81 2.35 1.70 1.02
10.66 13.83 2.80 2.98 0.74 1.50

prison 28 9 67 142
5.90 10.22 0.83 1.56 0.62 0.61
6.93 10.23 4.81 1.03 0.66 0.48

huck 5 5 69 297
519.95 299.12 19.53 17.79 4.31 4.51
447.72 493.74 18.22 19.71 3.34 3.31

sanjuansur 35 11 75 144
6.16 5.85 0.68 0.71 0.37 0.49
7.70 3.61 0.82 1.36 0.44 0.38

jean 7 5 77 254
276.98 147.77 15.93 14.57 2.45 2.41

150 147.85 13.97 14.80 2.32 2.41

david 15 8 87 406
544.99 308.06 46.23 54.23 5.22 4.36
219.14 323.96 45.24 38.33 3.31 3.47

ieeebus 32 13 118 179
2.52 5.14 0.76 0.94 0.43 0.62
7.82 5.82 0.79 1.35 0.33 0.30

sfi 3 3 118 200
6.98 6.51 0.74 0.90 0.3 0.31
6.40 2.80 0.84 1.32 0.34 0.31

anna 15 � 138 493
90.75 52.11 10.60 23.65 1.37 1.71

- - - - - -

494bus 116 � 494 586
108.48 126.77 27.13 33.09 2.73 2.10

- - - - - -

average
84.19 52.63 7.02 8.41 1.21 1.09
51.52 59.70 5.75 5.45 0.9 0.92

Table 2: Running times on RWC instances, time is given in seconds.
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The various methods exhibit diverse performance characteristics in terms of execution time
and the number of instances solved optimally. Key observations from Table 2 are as follows:

• cec2 outperforms cec in 13 cases, ILPcut, ILPcut2, LIC and LIC2 in all the cases.

• ILPcut2 was faster than LIC2 for 15 cases and LIC for all instances.

• LIC2 outperforms LIC in 14 cases.

• For some instances in ILPcut and cec, the graphs and results are indicated by boldface
and underlined in Table 2. This is to emphasize that these graphs contain multiple longest
induced cycles of the same length, and the procedures described in Algorithm 1 cut the
cycle if its length is less than or equal to the longest induced cycle found so far. Thus,
for these graphs, all the longest cycles are found by the method.

• Using LISC as an initial solution does not contribute significantly to improving the exe-
cution time in the majority of cases.

• The results emphasize the correlation between graph density and execution time. Graph
density is defined as the ratio of the edges present in a graph to the maximum number
of edges it can hold. This relationship is particularly evident for dense graphs like huck,
jean, and david, especially in the case of LIC and LIC2 models. However, it is not the
case for cec and cec2 models as their running times show less sensitivity to the graph’s
density.

nr. of edges nr. of instances LIC LIC2 ILPcut ILPcut2 cec cec2

1–49 107 0.14 0.14 0.12 0.18 0.09 0.08
50–74 135 0.37 0.29 0.2 0.3 0.17 0.12
75–99 151 0.7 0.58 0.32 0.39 0.22 0.17
100–124 121 1.74 1.32 0.51 0.65 0.29 0.24
125–149 90 4.5 3.67 0.82 0.99 0.37 0.34
150–199 89 10.45 7.48 1.49 1.7 0.56 0.49
200–629 80 169.38 110.49 13.28 16.39 2.41 1.9
average 157.23 126.35 44.73 57.28 26.84 22.01

Table 3: Running times on MG instances, time is given in seconds.

The results for the MG instances, organized into groups based on the number of edges, are
presented in Table 3. Unlike LIC and LIC2, where the running times increase proportionally
with the instance size, the results indicate that cec and cec2 are more reliable, with running
times showing less sensitivity to the graph’s size.

The results for the random graphs are presented in Table 4, where we compare cec2 against
the top three algorithms introduced in [17]. The runtime represents the average duration on the
ten graphs in each case. Notably, cec2 outperforms these algorithms in all cases, even before
normalizing the execution times with the ratio listed in Table 1. Moreover, cec2 successfully
solved the instance with 100 vertices and 30% density, a scenario where none of the algorithms
in [17] succeeded.
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Randomly generated graphs: 10% density

n cec2 BC1 BC2 BC3

50 0.32 (0.49) 0.33 0.3 0.39
60 0.79 (1.2) 1.19 1.2 1.34
70 4.17 (6.32) 5.57 4.93 5.58
80 20.5 (31.1) 37.15 26.9 27.34
90 93.93 (142.32) 160.1 155.82 168.02
100 518.75 (785.99) 1321.41 1129.47 1094.8

average 106.41 254.29 219.77 216.25

Randomly generated graphs: 30% density

n cec2 BC1 BC2 BC3

50 4.15 (6.28) 8.21 9.6 8.78
60 26.14 (39.6) 39.82 46.18 51.9
70 90.11 (136.52) 234.45 206.36 283.28
80 203.81 (308.8) 935.78 676.52 1139.55
90 544.88 (825.58) 2072.16 1874.91 3011.17

100 1810.49 (2743.17) 	 	 	

average 446.6 658.08 562.71 898.94

Table 4: Running times on random instances for cec2, BC1, BC2, and BC3, time is given in
seconds. Values in brackets show the original execution time of cec2.

5. Conclusion

Considering that the longest induced cycle problem is NP-hard, it is essential to find an effi-
cient approach that can yield optimal solutions within a reasonable time. In this regard, we
introduced three integer linear programs, some of which are extensions of models originally for-
mulated for solving the longest induced path problem. These newly proposed programs showed
differing execution times and success rates in terms of achieving optimal solutions, outperform-
ing the models presented in the literature. We have found that the cec2 formulation with tough
cut generation yields the most efficient method. For future work, heuristic or metaheuristic
approaches can be used as initial solutions for the MILP, potentially increasing the efficiency
of solving the problem. Designing more sophisticated MILP formulations with constraints that
can more effectively prune the search space is another possibility. Additionally, exploring ex-
act methods like branch-and-price algorithms, which combine branch-and-bound with column
generation, could be effective in handling large and complex instances.

Acknowledgements

The research leading to these results has received funding from the national project TKP2021-
NVA-09. Project no. TKP2021-NVA-09 has been implemented with the support provided by
the Ministry of Innovation and Technology of Hungary from the National Research, Develop-
ment and Innovation Fund, financed under the TKP2021-NVA funding scheme. The work was
also supported by the grant SNN-135643 of the National Research, Development and Innovation
Office, Hungary.



212 Ahmad T. Anaqreh, Boglárka G.-Tóth and Tamás Vinkó
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Operational Research

Operational Research (OR) is an interdisciplinary scientific branch of applied mathematics that
uses methods such as mathematical modelling, statistics, and algorithms to achieve optimal
or near optimal solutions to complex problems. It is also known as Operations Research,
and is related to Management Science, Industrial Engineering, Decision Making, Statistics,
Simulations, Business Analytics, and other areas.

Operational Research is typically concerned with optimizing some objective function, or finding
non-optimal but satisfactory solutions. It generally helps management to achieve its goals using
scientific methods. Some of the primary tools used by operations researchers are optimization,
statistics, probability theory, queuing theory, game theory, graph theory, decision analysis, and
simulation.

Areas/Fields in which Operational Research may be applied can be summarized as follows:

• Assignment problem,

• Business analytics,

• Decision analytics,

• Econometrics,

• Linear and nonlinear programming,

• Inventory theory,

• Optimal maintenance,

• Scheduling,

• Stochastic process, and

• System analysis.

Operational Research has improved processes in business and all around us. It is used in
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Prof. Zrinka Lukač, PhD, University of Zagreb (2016-2020)
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